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Commentary
The phraset the time of writingis sometimes used. For this version of the material this time should be
taken to mean no later than December 2004.
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README

README

-4 This book probably needs one of these.

Commentary
While it was written sequentially, starting at sentence 1 and ending with sentence 2022, readers are unlikely
to read it in this way.

At some point you ought to read all of sentence 0 (the introduction).

The conventions used in this book are discussed on the following pages.

There are several ways in which you might approach the material in this book, including the following:

* You have read one or more sentences from the C Standard and want to learn more about them. In
this case simply locate the appropriate C sentence in this book, read the associated commentary, and
follow any applicable references.

» You want to learn about a particular topic. This pdf is fully searchable. Ok, the search options are not
as flexible as those available in a search engine. The plan is to produce separate html versions of each
C sentence and its associated commentary. For the time being only the pdf is available.

For anybody planning to print a (double sided) paper copy. Using 80gsttuk produces a stack of paper
that is 9.2cm (3.6inches) deep.

May 30, 2005 v1.0



Preface

Preface

The New C Standard: An economic and cultural commentary -3

Commentary
This book contains a detailed analysis of the International Standard for the C lang§tiageluding the
library from a number of perspectives. The organization of the material is unusual in that it is based on
the actual text of the published C Standard. The unit of discussion is the individual sentences from the C
Standard (2022 of them)

Readers are assumed to have more than a passing familiarity with C.

C90

My involvement with C started in 1988 with the implementation of a C to Pascal translator (written in
Pascal). In 1991 my company was one of the three companies that were joint first, in the world, in having
their C compiler formally validated. My involvement with the world of international standards started in
1988 when | represented the UK at a WG14 meeting in Seattle. | continued to head the UK delegation at
WG14 meetings for another six years before taking more of a back seat role.

C++

Having never worked on a#€ compiler or spent a significant amount of time studyirg @y view on this
language has to be considered as a C only one. While | am a member of theHla@! | rarely attend
meetings and have only been to one IS@ Standard meeting.

There is a close association between C andatid the aim of this subsection is the same as the C90 one:
document the differences.

Other Languages

The choice ofother languageso discuss has been driven by those languages in common use today (e.g.,
Java), languages whose behavior for particular constructs is very different from C (e.g., Perl or APL), and
languages that might be said to have been an early influence on the design of C (mostly BCPL and Algol
68).

The discussion in these subsections is also likely to have been influenced by my own knowledge and
biases. Writing a compiler for a language is the only way to get to know it in depth and while | have many
used other languages | can only claim to have expertise in a few of them. Prior to working with C | had
worked on compilers and source code analyzers for Algol 60, Coral 66, Snobol 4, CHILL, and Pascal. All of
these languages might be labeled as imperative 3GLs. Since starting work with C the only other languages
I have been involved in at the professional compiler writer level are Cobol and SQL.

Common Implementations

The perceived needs of customers drive translator and processor vendors to design and produce produc
The two perennial needs of performance and compatibility with existing practice often result in vendors
making design choices that significantly affect how developers interacted with their products. The common
implementation subsections discuss some the important interactions, primarily by looking at existing imple-
mentations and at times research projects (although it needs to be remembered that many of research ide
never make it into commercial products).
| have written code generators for Intel 8086, Motorola 68000, Versal (very similar to the Zilog Z80),

Concurrent 3200, Sun SPARC, Motorola 88000, and a variety of virtual machines. In their day these
processors have been incorporated in minicomputers or desktop machines. The main holes in my cv. is
complete lack of experience in generating code for DSPs and vector processors (i.e., the discussion is base
purely on book learning in these cases).

-31The document analysed is actually WG14/N1124 (available for public download from the WG14 wekwsitgen-std. org/
jtcl/sc22/wgl4d/), plus the response to DR #251. This document consists of the 1999 version of the ISO C Standard with the edits
from TC1 and TC2 applied to it (plus a few typos corrections).
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Coding Guidelines

Writing coding guidelines is a very common activity. Whether these guidelines provide any benefit other
than satisfying the itch that caused their author to write them is debatable. My own itch scratchings are based
on having made a living, since 1991, selling tools that provide information to developers about possible
problems in C source code.

The prime motivating factor for these coding guidelines subsections is money (other coding guideline
documents often use technical considerations to label particular coding constructs or practjoed as
or bad). The specific monetary aspect of software of interest to me is reducing the cost of source code
ownership. Given that most of this cost is the salary of the people employed to work on it, the performance
characteristics of human information processing is the prime consideration.

Software developer interaction with source code occurs over a variety of timescales. My own interests
and professional experience primarily deals with interactions whose timescale are measured in seconds.
For this reason these coding guidelines discuss issues that are of importance over this timescale. While
interactions that occur over longer timescales (e.g., interpersonal interaction) are important, they are not the
primary focus of these coding guideline subsections. The study of human information processing, within
the timescale of interest, largely falls within the field of cognitive psychology and an attempt has been made
to underpin the discussion with the results of studies performed by researchers in this field.

The study of software engineering has yet to outgrow the mathematical roots from which it originated.
Belief in the mathematical approach has resulted in a research culture where performing experiments is
considered to be unimportant and every attempt is made to remove human characteristics from considera-
tion. Industrys’ insatiable demand for software developers has helped maintain the academic status quo by
attracting talented individuals with the appropriate skills away from academia. The end result is that most
of the existing academic software engineering research is of low quality and suffers from the problem of
being carried out by people who don't have the ability to be mathematicians or the common sense to be
practicing software engineers. For this reason the results of this research have generally been ignored.

Existing models of human cognitive processes provide a general framework against which ideas about the
mental processes involved in source code comprehension can be tested. However, these cognitive models
are not yet sophisticated enough (and the necessary empirical software engineering data is not available) to
enable optimal software strategies to be calculated. The general principles driving the discussion that occurs
in these coding guidelines subsections include:

1. the more practice people have performing some activity the better they become at performing it.

Our attitude towards what we listen to is determined by our habits. We expect things to be said in the Way$ineta-
which we are accustomed to talk ourselves: things that are said some other way do not seem the sanmgstcs adok Ii
but seem rather incomprehensible. . . . Thus, one needs already to have been educated in the way to approach
each subject.

Many of the activities performed during source code comprehension (e.g., reasoning about sequences
of events and reading) not only occur in the everyday life of software developers but are likely to have
been performed significantly more often in an everyday context. Using existing practice provides a
benefit purely because it is existing practice. For a change to existing practice to be worthwhile the
total benefit has to be greater than the total cost (which needs to include relearning costs),

2. when performing a task people make implicitly cost/benefit trade-offs. One reason people make
mistakes is because they are not willing to pay a cost to obtain more accurate information than they
already have (e.g., relying on information available in their head rather expending effort searching for
it in the real world). While it might be possible to motivate people to make them more willing pay a
greater cost for less benefit the underlying trade-off behavior remains the same,

3. peoples information processing abilities are relatively limited and cannot physically be increased (this
is not to say that the cognitive strategies used cannot be improved to make the most efficient use of
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these resources). In many ways the economics of software development is the economics of humar

attention.

Usage

Software engineering is an experimental, not a theoretical discipline, and an attempt has been made to bas
the analysis of C on what software developers and language translators do in practice.

The source code for many of the tools used to extract the information needed to create these figures an
tables is available for download from the books web site.

Table -3.1: Occurrences of various constructs in this book.

Quantity

Kind of information

2,022
1,600
1,447
228
208
1,721

C language sentences

C library paragraphs

Citations to published books and papers
Tables

Figures

Unique cross-reference entries

v1.0 May 30, 2005
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Conventions
information This is a sentence from WG14/N1124, the number on the inside margin (it would be in a bound book) is the -1
defined here sentence number and this wording has been deletedadded from/to the wording in C99 by the response to a
DR.
Commentary

This is some insightful commentary on the above sentence. We might also say something relating to this
another  jssye in another sentence (see sentence number and reference heading in the outside margin—it would |
in a bound book).
Terms and phrases, suchtdah, visually appear as just demonstrated.

Rationalt Thjs s a quote from the Rationale document produced by the C Committee to put a thoughtful spin on the
wording in the standard.

Various fonts and font-styles are used to denote source code examples+e:q), keywords (e.g.else),
syntax terminals (e.ginteger-constant), complete or partial file names (e.ggbj), programs (e.g.,
make), program options (e.g5xs1234), C Standard identifiers (e.guchar_t), library functions (e.g.,
malloc) and macros (e.goffsetof).

The headers that appear indented to the left, displayed in a bold Roman font, appear in the C Standar
between the two C sentences that they appear between in this book.

C90

This section deals with the C90 version of the standard. Specifically, how it differs from the C99 version of
the above sentence. These sections only appear if there is a semantic difference (in some cases the wor
may have changed slightly, leaving the meaning unchanged).

98 . . .
DR #9817 This is the text of a DR (defect report) submitted to the ISO C Standard committee.

Response
The committees response to this DR is that this question is worth repeating at this point in the book.

This is where we point out what the difference, is any (note the change bar), and what the developer might
do, if anything, about it.

C++

1.1p1 _ o . -
P This is a sentence from the-€standard specifying behavior that is different from the above C99 sentence. The

1.1p1 in the outside margin is the clause and paragraph number of this quote irtttHet&hdard.

This is where we point out what the difference is, and what the developer might do, if anything, about it.
You believed the hype that the two languages are compatible? Get real!

Other Languages

Developers are unlikely to spend their entire professional life using a single language. This section some
times gives a brief comparison between the C way of doing things and other languages.

c t received . .
°$T?f§ bﬁfo?ﬁz We vote against the adoption of the proposed new COBOL standard because we have lost some of our source

code and don't know whether the requirements in the proposed new standard would invalidate this source.
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Common Implementations

Discussion of how implementations handle the above sentence. For instance, only processors with 17bissors
integers can implement this requirement fully (note the text in the outside column—flush left or flush right %’ bit
to the edge of the page—providing a heading that can be referenced from elsewhereys extensions

to support 16 bit processors in this area (the text in the outside margin is pushed towards the outside of the
page, indicating that this is where a particular issue is discussed; the text appearing in a smaller point size

is a reference to material appearing elsewhere {the number is the C sentence number}). franslated |

This is a quote from the document referenced in the outside sidebar. ggfd’\‘ew C Stan-

Coding Guidelines

General musings on how developers use constructs associated with the above sentence. Some of these
sections recommend that a particular form of the construct described in the above sentence not be used.

cg-1.1 o
‘ Do it this way and save money.

A possible deviation from the guideline, for a described special case.
Something to look out for during a code review. Perhaps a issue that requires a trade off among

different issues, or that cannot be automated.

Example
An example, in source code of the above sentence.

The examples in this book are generally intended to illustrate some corner of the language. As a general
rule it is considered good practice for authors to give examples that readers should follow. Unless stated
otherwise, the examples in this book always break this rule.

1 struct {float mem;} main(void)

2 {

3 int blah; /* The /* form of commenting describes the C behavior */
4 // The // form of commenting describes the C++ behavior

5

}
Usage

A graph or table giving the number of occurrences (usually based on this books’ benchmark programs)
of the constructs discussed in the above C sentence.
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identifier
syntax

787
identifier:
identifier-nondigit
identifier identifier-nondigit
identifier digit
identifier-nondigit:
nondigit
universal-character-name
other implementation-defined characters
nondigit: one of

_ ab cdef g hdigj k 1mn

n opqr s tuvwzxy z

A B CDETFGHTIJI KT LM

N OP QR STUVWXY Z

digit: one of
01 2 3 4 5 6 7 8 9

1. Introduction 303
L L OVBIVIBW ettt ettt ettt e e e e e e e e e 304
1.2. Primary identifier Spelling iSSUES .. .. .. . 305
1.2.1. Reader language and CUltUre . . .. ... ... i e e i aee 306
1.3. How do developers interact with identifiers? ...........c.o i e 307
1.4. Visual Word reCOGNItION . .. ...ttt et et ettt e e e e e e e 308
1.4.1. Models of Word reCOgnItioN . .. ... ... e 311
2. Selecting an identifier spelling 312
20 T © Y= V1= 312
2.2. Creating possible spellings . ... ... e 313
2.2.1. Individual biases and predilections. . ... ...t 314
2.2.1.1. Natural [aNQUAGE . . ... oeot e 315
2.2.0. 2. EXPEIIBINCE . .ttt ettt et et e e e 315
2.2, 0.3, EQOtiSIM i 316
2.2.2. Application domain CONEXE . . .. ...ttt e 316
2.2.3. S0OUICE COAR CONTEXL. . .o ettt ettt e et et e e et e e et e et e e e e 317
2.2.3. L. NAIME SPACE .ttt ettt ettt et et e et e e e e e 318
R T T o o T 319
2.2.4. Suggestions for SPelling USAGE . .. ... .ottt e e 321
2.2.4.0. EXIStiNG CONVENTIONS ...\ttt ittt ettt e et et et e 322
2.2.4.2. Other coding guideline doCUMENLS . ... .ottt 323
2.3. Filtering identifier spelling ChOICES . .. ... .. i e 324
2.3.1. COgNItIVE TESOUICES . .t vttt ettt ettt et et e ettt e et e e e e et e e e 324
2.3.1.1. MEMOTY fACIOIS ...ttt ettt et e e e e e e e e 324
2.3.1.2. CharacCter SEQUENCES . . ...ttt ittt ettt e et et et et et et e et e e e e e aeens 325
2.3.1.3. SemaNtiC @SSOCIALIONS . .. ...ttt ettt ettt et e e e e 326
2.3.2. USADIItY . .. oot e 326
2 0 R 1/ o 1T P 326
2.3.2.2. Number of CharaCters ...........c.iiuiiiii e 327
2.3.2.3. Words unfamiliar to non-native speakers ........... ..o 327
2.3.2.4. Another definition of usability ........ ... 327
3. Human language 328
3L WIIEING SY S OIS ettt et ettt et e e e 328
3.1.1. Sequences of familiar characters . ......... ... 329
3.1.2. Sequences of unfamiliar characters. ... e 330
32, SOUNA SY S M .ttt e e e e 330
BL2.L. SPEECN BITOIS . . .ttt ettt e e e e e e e e 332
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3.2.2. Mapping character SequUENCES t0 SOUNAS . .. ...ttt et 332

B 3 MO OS ottt 333
3.3.1. Common and rare word CharaCteristiCS ... .........ovuii e 334
3.3 2. WOKd OFAr . . e 334

LG 2 o] o =T 335
Rt I /1= = o o 336
R @ 1 (= o [0 1= 336

B D BN o 337
3.5.1. COMPOUNT WOTAS . . .ttt ettt et e e e e e e et e e et et e e e e 337

3 5.2, INdiCating tIMe. . . . 338

3 5.3 NBGAL ON . . 338

B D AMCIES . e e 339
355, AJECHIVE OFAEY . . . ettt e e et e e e e e e 339
3.5.6. Determine order in NOUN PRraseS . ... ...t 339

3 .7 PrEPOSIIONS . . .t e 340
35,8, SPEIING . .o 341
3.6. English as @ second [aNQUAGE . . ... ..ottt 341
4. Memorability 343
4.1, Learning about identifiers .. ... ..o i i 344
4.2. COgNItIVE STUdIES . ...ttt ettt e e e e e e 344
A2 0. RECAll. .. 345
A L= o o T |11 o o 346
4.2.3. The Ranschburg effect . ... e 347
4.2.4. Remembering a list of identifiers. . ... ... 347
G TR o (0] 01T = 1 4[> 349
A4, WO SPEIIING vt e e 350
4.4.1. Theories of SPelling . ... ..o e 351
4.4.2. Word spelling Mistakes . ... ..o e e 351
4.4.2.1. The spelling mistake Studies . ....... ...t e 352
4.4.3. NoNWOrd SPeIliNG . . .« oot e 353
4.4.4. Spelling in @ SECONA laNQUAGE . . ..o\ttt ettt ettt et 353
4.5. SEmMANtIC ASSOCIALIONS .. ...ttt ettt ettt e e e e e 354
5. Confusability 355
5.1. SEQUENCE COMPAIISON ..\ttt ettt ettt et e ettt e e e ettt et et et 355
5.1.1. Language COMPlICAtIONS . .. ...ttt et e e 357
5.1.2. Contextual faCtors . . .. ..o e 357
5.2, Visual Similarity .. ... e e 357
5.2.1. Single character Similarity .. ... e 358
5.2.2. Character sequence SIMIlarity .. ...... ... .o e 360
5.2.2.0. WOrd Shape ..ot 361

5.3. ACOUSLIC CONfUSADIIILY ... . e e 362
5.3.1. Studies of aCOUSEIC CONTUSION . ... ... e 363
5.3.1.1. Measuring sounds lKe .. ... e 363
5.3, 2. LBl SEOUEBNCES . . . ittt ettt ettt e e e 364
5.3.3. WOKd SEQUENCES . . . ittt ettt et e et et e e e e e e e e e 364
5.4, Semantic confusability ....... ... e 366
LS I I o [T 366
5.4.1.1. Word neighborhood . ... 366

6. Usability 366
6.1. C language CONSIHEIAtIONS .. ... ..ttt et 368
6.2. USe Of COQNILIVE FTESOUICES . .. ..ttt ettt et et et et e e et e e e e e et e e e 368
6.2.1. ReSoUrce MiNIMIZALION ... ... .tu ettt ettt ettt et e et e 369
6.2.2. Rate of information eXtraCtion. . ... ... e 369
6.2.3. WOIdIIKENESS . . . .t e 371
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6.2.4. Memory capacity lIMits .. ... ... e 372
6.3. ViSUAl USAbIlity .. ...t e e 373
6.3.1. Looking at @ CharaCter SEQUENCE . .. .. ...ttt ettt e aee s 373
6.3.2. Detailed reading . . ... ... e e 374
6.3.3. Visual SKIMMING . . ..o e e 375
B.3.4. ViSUAl SEAICN . ... o e 375
6.4. ACOUSLIC USADIIILY ... .. e e e e e 377
6.4.1. Pronounceability .. ... ... oo e 377
6.4.1.1. Second [aNQUAGE USEIS .. ...\ttt ettt e e e et e e e 379
6.4.2. Phonetic SYymbOliSm . ... .o e 379
6.5. Semantic usability (communicability) ....... ... 380
6.5.1. Non-spelling related semantic assOCIations .. ... ... ..ot 381
6.5.2. WOrd SEMANTICS . . ..\ttt e 381
6.5.3. Enumerating semantic asSOCIAtiONS .. .. .. ...ttt e 382
6.5.3.1. HUM@AN JUAOMENT ... e et e e e 382
6.5.3.2. Context free Methods ... ... e 382
6.5.3.3. SEMANTIC NEIWOIKS ... e e e 383
6.5.3.4. Context sensitive Methods . .........o.ii i e 384
6.5.4. Interperson COMMUNICALION . . . .. ...ttt ettt et e e e et ieaens 385
6.5.4.1. Evolution of terminology . ..........coinii i 385
6.5.4.2. Making the same semantic assoCIatioNS .. ...........oieiiii i iaieaans 387

B.6. ADDreVIating .. ... e 388
6.7. Implementation and MaINtENANCE COSES . ... ...ttt eeeeeee 392
6.8. TYPING MIStAKES .. .. et e 392
6.9. Usability of identifier spelling recommendations ...ttt 394

Commentary

From the developer’s point of view identifiers are the most important tokens in the source code. The reasons
for this are discussed in the Coding guidelines section that follows.

C90
Support foruniversal-character-name and “other implementation-defined characters” is new in C99.

C++

The G+ Standard uses the ternondigit to denote anidentifier-nondigit. The G+ Standard does

not specify the use ofther implementation-defined characters. This is because such charact%%ga_

will have been replaced in translation phase 1 and not be visible here. tion phase
1

Other Languages

Some languages do not support the use of underscpie,identifiers. There is a growing interest from

the users of different computer languages in having supponirfoversal-character-name characters

in identifiers. But few languages have gotten around to doing anything about it yet. What most other
languages call operators can appear in identifiers in Scheme (but not as the first character). Java was the
first well-known language to supparhiversal-character-name characters in identifiers.

Common Implementations
Some implementations support the use oftfuaracter in identifiers.

Coding Guidelines

1 Introduction identifier

introduction
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1 Introduction

include string h
define MAX_CNUM_LEN
define VALID_CNUM
define INVALID_CNUM

int chk_cnum_valid char cust_num

int cnum_status

int 1

cnum_len
cnum_status VALID_CNUM

cnum_len strlen cust_num
if cnum_len MAX_CNUM_LEN

cnum_status INVALID_CNUM

else

#include <string.h>

#define v1 13
#define v2 0
#define v3 1

int v4(char v5I[1,
int *v6)

{

int v7,

v8;

*ve=v2;
v8=strlen(v5);
if (v8 > vl)

{

*ve=v3;

}

else

identifier
cue for recall

Bransford and

{ {

( =0; < ;) for i i cnum_len i for (v7=0; v7 < v8; v7++)
{ {
(( [ 1 <70") |1 if cust_num i if ((v5[v7] < '0") |
( [1>7"9")) cust_num i (v5[v7] > '9")
{ {
* = ; cnum_status INVALID_CNUM *v6=v3;

} }

} }

Figure 787.1: The same program visually presented in three different ways; illustrating how a reader’s existing knowledge of
words can provide a significant benefit in comprehending source code. By comparison, all the other tokens combined provide
relatively little information. Based on an example from Laitifi]

1.1 Overview

This coding guideline section contains an extended discussion on the issues involved with reader’s use o
identifier names, or spelling8’* It also provides some recommendations that aim to prevent mistakes from
being made in their usage.

Identifiers are the most important token in the visible source code from the program comprehension
perspective. They are also the most common token (29% of the visible tokens.ia fites, with comma
being the second most common at 9.5%), and they represent approximately 40% of all non-white-space
characters in the visible source (comments representing 31% of the charactersdffiline).

From the developer’s point of view, an identifier's spelling has the ability to represent another source of
information created by the semantic associations it triggers in their mind. Developers use identifier spellings
both as an indexing system (developers often navigate their way around source using identifiers) and as a
aid to comprehending source code. From the translators point of view, identifiers are simply a meaningless
sequence of characters that occur during the early stages of processing a source file. (The only operation
needs to be able to perform on them is matching identifiers that share the same spellings.)

The information provided by identifier names can operate at all levels of source code construct, from
providing helpful clues about the information represented in objects at the level of C expressions (see Fig
ure 787.1) to a means of encapsulating and giving context to a series of statements and declaration in
function definition. An example of the latter is provided by a study by Bransford and Jdffsdmo read
subjects the following passage (having told them they would have to rate their comprehension of it and
would be tested on its contents).

7871Common usage is for the character sequence denoting an identifier to be catiathigshese coding guidelines often use the

JohnsoR®! termspellingto prevent possible confusion.
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The procedure is really quite simple. First you arrange things into different groups depending on their makeup.
Of course, one pile may be sufficient depending on how much there is to do. If you have to go somewhere else
due to lack of facilities that is the next step, otherwise you are pretty well set. It is important not to overdo any
particular endeavor. That is, it is better to do too few things at once than too many. In the short run this may
not seem important, but complications from doing too many can easily arise. A mistake can be expensive as
well. The manipulation of the appropriate mechanisms should be self-explanatory, and we need not dwell on it
here. At first the whole procedure will seem complicated. Soon, however, it will become just another facet of
life. It is difficult to foresee any end to this task in the immediate future, but then one never can tell.

Table 787.1: Mean comprehension rating and mean number of ideas recalled from passage (standard deviation is given in
parentheses). Adapted from Bransford and Johf$bn.

No Topic Given  Topic Given After  Topic Given Before ~ Maximum Score

Comprehension 2.29 (0.22) 2.12 (0.26) 4.50 (0.49) 7
Recall 2.82 (0.60) 2.65 (0.53) 5.83 (0.49) 18

The results (see Table 787.1) show that subjects recalled over twice as much information if they were
given a meaningful phrase (the topic) before hearing the passage. The topic of the passage describes
mgz2pIua cjofpea .

The basis for this discussion is human language and the cultural conventions that go with its usage.
People spend a large percentage of their waking day, from an early age, using this language (in spoken and
written form). The result of this extensive experience is that individuals become tuned to the con{f,ﬂﬁﬁiy
occurring sound and character patterns they encounter (this is what enables them to process such material
automatically without apparent effort). This experience also results in an extensive semantic netgipRage-
associations for the words of a language being created in their head. By comparison, experience32@ating
source code pales into insignificance.

These coding guidelines do not seek to change the habits formed as a result of this communication
experience using natural language, but rather to recognize and make use of them. While C source code is
a written, not a spoken language, developers’ primary experience is with a spoken language that also has a
written form.

The primary factor affecting the performance of a person’s character sequence handling ability appears
to be the characteristics of their native language (which in turn appears to have been tuned to the operating
characteristics of the brains of its speakers). This coding guideline discussion makes the assumption that
developers will attempt to process C language identifiers like the words and phrases of their native language
(i.e., the characteristics of a developer’s native language are the most significant factor in their processing
of identifiers). The operating characteristics of the brain also affect performance (e.g., short-term memory
is primarily sound based and information lookup is via spreading activation).

There are too many permutations and combinations of possible developer experiences for it to be possi-
ble to make general recommendations on how to optimize the selection of identifier spellings. A coding
guideline recommending that identifier spellings match the characteristics, spoken as well as written, and
conventions (e.g., word order) of the developers’ native language is not considered to be worthwhile because
it is a practice that developers appear to already, implicitly follow. (Some suggestions on spelling usage are
given.) However, it is possible to make guideline recommendations about the use of identifier spelliri{§gtfisat
are likely to be a cause of problems. These recommendations are essentially filters of spellings that have

already been chosen. ettt s
1.2 Primary identifier spelling issues identifier
primary

There are several ways of dividing up the discussion on identifier spelling issues (see Table 787.2)spdifgissues
headings under which the issues are grouped is a developer-oriented ones (the expected readership for this
book rather than a psychological or linguistic one). The following are the primary issue headings used:
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» Memorability This includes recalling the spelling of an identifier (given some semantic information
associated with it), recognizing an identifier from its spelling, and recalling the information associated
with an identifier (given its spelling). For instance, what is the name of the object used to hold the
current line count, or what information does the objeii_zap represent?

» Confusability Any two different identifier spellings will have some degree of commonality. The
greater the number of features different identifiers have in common, the greater the probability that a
reader will confuse one of them for the other. Minimizing the probability of confusing one identifier
with a different one is the ideal, but these coding guidelines attempt have the simpler aim of preventing
mutual confusability between two identifiers exceeding a specified level,

» Usability. Identifier spellings need to be considered in the context in which they are used. The
memorability and confusability discussion treats individual identifiers as the subject of interest, while
usability treats identifiers as components of a larger whole (e.g., an expression). Usability factors
include the cognitive resources needed to process an identifier and the semantic associations the
evoke, all in the context in which they occur in the visible source (a more immediate example might
be the impact of its length on code layout). Different usability factors are likely to place different
demands on the choice of identifier spelling, requiring trade-offs to be made.

Table 787.2:Break down of issues considered applicable to selecting an identifier spelling.

Visual Acoustic Semantic Miscellaneous
Memory Idetic memory Working memory is Proper names, LTM is spelling, cognitive stud-
sound based semantic based ies, Learning
Confusability  Letter and word shape Sounds like Categories, metaphor Sequence comparison
Usability Careful reading, visual Working memory limits, interpersonal communi-  Cognitive resources,
search pronounceability cation, abbreviations typing

A spelling that, for a particular identifier, maximizes memorability and usability while minimizing con-
fusability may be achievable, but it is likely that trade-offs will need to be made. For instance, human short-
term memory capacity limits suggest that the duration of spoken forms of an identifier’s spelling, appearing
as operands in an expression, be minimized. However, identifiers that contain several words (increase
speaking time), or rarely used words (probably longer words taking longer to speak), are likely to invoke
more semantic associations in the readers mind (perhaps reducing the total effort needed to comprehend tt
source compared to an identifier having a shorter spoken form).

If asked, developers will often describe an identifier spelling as being ajtied or bad This coding
guideline subsection does not measure the quality of an identifier's spelling in isolation, but relative to the
other identifiers in a program’s source code.

1.2.1 Reader language and culture
During the lifetime of a program, its source code will often be worked on by developers having different
first languages (their native, or mother tongue). While many developers communicate using English, it is
not always their first language. It is likely that there are native speakers of every major human language
writing C source code.

Of the 3,000 to 6,000 languages spoken on Earth today, only 12 are spoken by 100 million or more

enough forme P€Ople (see Table 787.3). The availability of cheaper labour outside of the industrialized nations is slowly

(attributed to
various U.S.
politicians).

shifting developers’ native language away from those nations’ languages to Mandarin Chinese, Hindi/Urdu,
and Russian.
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Table 787.3: Estimates of the number of speakers each language (figures include both native and nonnative speakers of the
language; adapted from Ethnologue volume |, SIL International). Note: Hindi and Urdu are essentially the same language,
Hindustani. As the official language of Pakistan, it is written right-to-left in a modified Arabic script and called Urdu (106
million speakers). As the official language of India, it is written left-to-right in the Devanagari script and called Hindi (469
million speakers).

Rank Language Speakers (millions)  Writing direction Preferred word order

1 Mandarin Chinese 1,075 left-to-right also top-down  SVO
2 Hindi/Urdu 575 see note see note
3 English 514  left-to-right SVO
4 Spanish 425  left-to-right SVO
5 Russian 275  left-to-right SVO
6  Arabic 256  right-to-left VSO
7 Bengali 215  left-to-right Sov
8 Portuguese 194  left-to-right SVO
9 Malay/Indonesian 176  left-to-right SVO

10 French 129  left-to-right SVO

11  German 128  left-to-right sSov

12 Japanese 126  left-to-right Sov

If, as claimed here, the characteristics of a developer’s native language are the most significant factor
in their processing of identifiers, then a developer’s first language should be a primary factor in this dis-
cussion. However, most of the relevant studies that have been performed used native-English speakers as
subjects’®”? Consequently, it is not possible to reliably make any claims about the accuracy of applying
existing models of visual word processing to non-English languages.

The solution adopted here is to attempt to be natural-language independent, while recognizing that most
of the studies whose results are quoted used native-English speakers. Readers need to bear in mind that it
is likely that some of the concerns discussed do not apply to other languages and that other languages will
have concerns that are not discussed.
1.3 How do developers interact with identifiers? identifier

. . . . developer
The reasons for looking at source code do not always require that it be read like a book. Based on theraction

various reasons developers have for looking at source the following list of identifier-specific interactidfi§2te
considered:

« When quickly skimming the source to get a general idea of what it does, identifier names should
suggest to the viewer, without requiring significant effort, what they are intended to denote.

* When searching the source, identifiers should not disrupt the flow (e.g., by being extremely long or
easily confused with other identifiers that are likely to be seen).

* When performing a detailed code reading, identifiers are part of a larger whole and their names should
not get in the way of developers’ appreciation of the larger picture (e.g., by requiring disproportionate
cognitive resources).

« Trust based usage. In some situations readers extract what they consider to be sufficientlyueliaite usage
information about an identifier from its spelling or the context in which it is referenced; they do not
invest in obtaining more reliable information (e.g., by, locating and reading the identifiers’ declara-
tion).

Developers rarely interact with isolated identifiers (a function call with no arguments might be considered
to be one such case). For instance, within an expression an identifier is often paired with another identifier
(as the operand of a binary operator) and a declaration often declares a list of identifiers (which may, or may
not, have associations with each other).

787.250 researchers have told your author, who, being an English monoglot, has no choice but to believe them.
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However well selected an identifier spelling might be, it cannot be expected to change the way a reader
chooses to read the source. For instance, a reader might keep identifier information in working memaory;
repeatedly looking at its definition to refresh the information; rather like a person repeatedly looking at their
watch because they continually perform some action that causes them to forget the time and don't inves
(perhaps because of an unconscious cost/benefit analysis) the cognitive resources needed to better integr:
the time into their current situation.

Introducing a new identifier spelling will rarely causes the spelling of any other identifier in the source to
be changed. While the words of natural languages, in spoken and written form, evolve over years, experienct
shows that the spelling of identifiers within existing source code rarely changes. There is no perceived
cost/benefit driving a need to make changes.

An assumption that underlies the coding guideline discussions in this book is that developers implicitly,
and perhaps explicitly, make cost/accuracy trade-offs when working with source code. These trade-offs alsc
occur in their interaction with identifiers.

1.4 Visual word recognition

This section briefly summarizes those factors that are known to affect visual word recognition and some of
the models of human word recognition that have been proposed. A word is said to be recognized when its
representation is uniquely accessed in the reader’s lexicon. Some of the material in this subsection is base
on chapter 6 oThe Psychology of Languadggy T. Harley13¢!

Reading is a recent (last few thousand years) development in human history. Widespread literacy is ever
more recent (under 100 years). There has been insufficient time for the impact of comparative reading skills
to have had any impact on our evolution, assuming that it has any impact. (It is not known if there is any
correlation between reading skill and likelihood of passing on genes to future generation.) Without evolu-
tionary pressure to create specialized visual word-recognition systems, the human word-recognition systen
must make use of cognitive processes designed for other purposes. Studies suggest that word recognition
distinct from object recognition and specialized processes, such as face recognition. A model that might be
said to mimic the letter- and word-recognition processes in the brain is the Interactive Activation®f8del.

The psychology studies that include the use of character sequences (in most cases denoting words) al
intended to uncover some aspect of the workings of the human mind. While the tasks that subjects are
asked to perform are not directly related to source code comprehension, in some cases, it is possible to dra
parallels. The commonly used tasks in the studies discussed here include the following:

» The naming taskHere subjects are presented with a word and the time taken to name that word
is measured. This involves additional cognitive factors that do not occur during silent reading (e.qg.,
controlling the muscles that produce sounds).

» The lexical decision taskHere subjects are asked to indicate, usually by pressing the appropriate
button, whether a sequence of letters is a word or nonword (where a word is a letter sequence that is
the accepted representation of a spoken word in their native language).

» The semantic categorization tasklere subjects are presented with a word and asked to make a
semantic decision (e.g., “@pplea fruit or a make of a car?”).

The following is a list of those factors that have been found to have an effect on visual word recognition.
Studie& 3 investigating the interaction between these factors have found that there are a variety of behav-
iors, including additive behavior and parallel operation (such as the Stroop effect).

¢ Age of acquisition Words learned early in life are named more quickly and accurately than those
learned latelF®®! Age of acquisition interacts with frequency in that children tend to learn the more
common words first, although there are some exceptions (gamt is a low-frequency word that is
learned early).
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Contextual variability Some words tend to only occur in certain contexts (low-contextual variability),
while others occur in many different contexts (high-contextual variability). For instance, in a study
by Steyvers and Malmbef§®! the wordsatomandafternoonoccurred equally often; howevertom
occurred in 354 different text samples whaliternoonoccurred in 1,025. This study found that words
having high-contextual variability were more difficult to recognize than those having low-contextual
variability (for the same total frequency of occurrence).

Form-based primingalso known arthographic priming. The form of a word might be thought to
have a priming effect; for instancEONTRASTshares the same initial six letters WifONTRACT
However, studies have failed to find any measurable effects.

lllusory conjunctions These occur when words are presented almost simultaneously, as might happ@kory con-
when a developer is repeatedly paging through source on a display device; for instance, the lettdf"'°"s
sequencepsychmenanddepartologybeing read apsychologyanddepartment

Length effectsThere are several ways of measuring the length of a word; they tend to correlate with
each other (e.g., the number of characters vs. number of syllables). Studies have shown that there is
some effect on naming for words with five or more letters. Naming time also increases as the number
of syllables in a word increases (also true for naming pictures of objects and numbers with more
syllables). Some of this additional time includes preparing to voice the syllables.

Morphology The stem-only model of word stordgf€! proposed that word stems are stored in mem- morphology
ory, along with a list of rules for prefixes (e.ge for performing something again) and suffixesl ( identifier
for the past tense), and their exceptions. The model requires that these affixes always be removed
before lookup (of the stripped word). Recognition of words that look like they have a prefix (e.g.,
interest resulf), but don't, has been found to take longer than words having no obvious prefix (e.g.,
crucial). Actual performance has been found to vary between different affixes. It is thought that
failure to match the letter sequence without the prefix causes a reanalysis of the original word, which

then succeeds. See Van&$t for an overview and recent experimental results.

Neighborhood effectslt is possible to convert many words to another word by changing a singheighborhood
letter. Words that differ by a single letter are knowncathographic neighbors Some words have identifier
many orthographic neighbors+inehas 29 pine, line, maneg etc.)— while others have few. Both the

densityof orthographics neighbors (how many there are) and their relative frequency (if a neighbor
occurs more or less frequently in written texts) can affect visual word recognition.sfeadof

the neighbors for a particular word is the number of different letter positions that can be changed to

yield a neighbor (e.ggluehas a spread of two-glueandclub). The rime of neighbors can also be
important; see Andrev® for a review.

Nonword conversion effecA nonword is sometimes read as a word whose spelling it closely resem-
bles!?>® This effect is often seen in a semantic priming context (e.g., when proofreading prose).

Other factors Some that have been suggested to have an effect on word recognition include meaning-
fulness, concreteness, emotionality, and pronounceability,

Phonological neighborhoodPhonological neighborhood size has not been found to be a significagtonological
factor in processing of English words. However, the Japanese lexicon contains many homophB‘?‘%‘ ‘;mfﬁ
For instance, there are many words pronounceft@sen/(i.e., park, lecture, support, etc.). To dis-
criminate homophones, Japanese readers depend on orthographic information (different Kanji com-
pounds). A study by Kawakafhi® showed that phonological neighborhood size affected subjects’

lexical decision response time for words written in Katakana.

Proper namesA number of recent studig$®! have suggested that the cognitive processing of various
kinds of proper names (e.g., people’s names and names of landmarks) is different from other word
categories. words

English
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Figure 787.2: Example of the different kinds of lexical neighborhoods for the English viRACE Adapted from Peereman
and Content?4%]

310

Repetition priming A word is identified more rapidly, and more accurately, on its second and subse-
guent occurrences than on its first occurrence. Repetition priming interacts with frequency in that the
effect is stronger for low-frequency words than high-frequency ones. Itis also affected by the number
of items intervening between occurrences. It has been found to decay smoothly over the first three
items for words, and one item for nonwords to a stable long-term V&fle.

Semantic priming Recognition of a word is faster if it is immediately preceded by a word that has

a semantically similar meaniré?® for instancedoctor preceded by the wordurse The extent to

which priming occurs depends on the extent to which word pairs are related, the frequency of the
words, the age of the person, and individual differences,

Sentence contexThe sentence “It is important to brush your teeth every” aids the recognition of the
word day, the highly predictable ending, but nggarwhich is not.

Syllable frequencyThere has been a great deal of argument on the role played by syllables in word
recognition. Many of the empirical findings against the role of syllables have been in studies using
English; however, English is a language that has ambiguous and ill-defined syllable boundaries. Other
languages, such as Spanish, have well-defined syllable boundaries. A study by Alvarev, Carreiras, anc
de Veg#! using Spanish-speaking subjects found that syllable frequency played a much bigger role
in word recognition than in English.

Word frequency The number of times a person has been exposed to a word effects performance
in a number of ways. High-frequency words tend to be recalled better, while low-frequency words
tend to be better recognized (it is thought that this behavior may be caused by uncommon words
having more distinctive featurég? 280 or because they occur in fewer conté3®). It has also

been showh*4 that the attentional demands of a word-recognition task are greater for less frequent
words. Accurate counts of the number of exposures an individual has had to a particular word are
not available, so word-frequency measures are based on counts of their occurrence in large bodie:
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phonology

orthography

Figure 787.3: Triangle model of word recognition. There are two routes to both semantics and phonology, from orthography.
Adapted from Harnl37]

of text. The so-calle®rown corpus'®®l is one well-known, and widely used, collection of English
usage. (Although it is relatively small, one million words, by modern standards and its continued
use has been questionéd) The British National Corpd¥7! (BNC) is more up-to-date (the second
version was released in 2001) and contains more words (100 million words of spoken and written
British English).

» Word/nonword effectknown words are responded to faster than nonwords. Nonwords whose |eit@brd effects
sequence does not follow the frequency distribution of the native language are rejected more slowly
than nonwords that do.

1.4.1 Models of word recognition Word recognition

Several models have been proposed for describing how words are visually recd4ifizZ@de of the main modets of
issues has been whether orthography (letter sequences) are mapped directly to semantics, or whether they
are first mapped to phonology (sound sequences) and from there to semantics. The following discussion uses
the Triangle modéf-3”! (More encompassing models exist; for instance, the Dual Route Cascadé®fthodel

is claimed by its authors to be the most successful of the existing computational models of reading. However,
because C is not a spoken language the sophistication and complexity of these models is not required.)

By the time they start to learn to read, children have already built up a large vocabulary of word sounds
(phonology=- semantics This existing knowledge can be used when learning to read alphabetic scripts
such as English (see Siok and Fleté#8for a study involving logographic, Chinese, reading acquisition).

They simply have to learn how to map letter sequences to the word sounds they alreadgtithogréphy

=- phonology=- semantics The direct mapping of sequences of letters to semamithdgraphy=-
semanticsis much more difficult to learn. (This last statement is hotly contested by several psychologists
and education experts who claim that children would benefit from being taught usiogttlography=-
semantichased methods.)

The results of many studies are consistent with the common route, via phonology. However, there are
studies, using experienced readers, which have found that in some cases a direct mapping from orthography
to semantics occurs. A theory of visual word recognition cannot assume that one route is always used.

The model proposed Byl is based on a neural network and an appropriate training set. The training set
is crucial— it is what distinguishes the relative performance of one reader from another. A person with a
college education will have read well over 20 million words by the time they gradtfate.

Readers of different natural languages will have been trained on different sets of input. Even the content words
of courses taken at school can have an effect. A study by Gardner, Rothkopf, Lapan, andtdffesgd knoﬂﬁ%g
10 engineering, 10 nursing, and 10 law students as subjects. These subjects were asked to indicate whether
a letter sequence was a word or a nonword. The words were drawn from a sample of high frequency
words (more than 100 per million), medium-frequency (10-99 per million), low-frequency (less than 10

787-37 very conservative reading rate of 200 words per minute, for 30 minutes per day over a 10 years period.
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per million), and occupationally related engineering or medical words. The nonwords were created by
rearranging letters of existing words while maintaining English rules of pronounceability and orthography.

The results showed engineering subjects could more quickly and accurately identify the words related
to engineering (but not medicine). The nursing subjects could more quickly and accurately identify the
words related to medicine (but not engineering). The law students showed no response differences for eithe
group of occupationally related words. There were no response differences on identifying nonwords. The
performance of the engineering and nursing students on their respective occupational words was almost a
good as their performance on the medium-frequency words.

The Gardner et al. study shows that exposure to a particular domain of knowledge can affect a person:
recognition performance for specialist words. Whether particular identifier spellings are encountered by
individual developers sufficiently often, in C source code, for them to show a learning effect is not known.

identifier 2 Selecting an identifier spelling

selecting spelling

2.1 Overview
This section discusses the developer-oriented factors involved in the selection of an identifier's spelling. The
approach taken is to look at what developers actuallf’daather than what your author or anybody else
thinks they should do. Use of this approach should not be taken to imply that what developers actually do is
any better than the alternatives that have been proposed. Given the lack of experimental evidence showin
that the proposed alternatives live up to the claims made about them, there is no obvious justification for
considering them.

Encoding information in an identifiers spelling is generally believed to reduce the effort needed to com-
prehend source code (by providing useful information to the redgfet).

Some of attributes, information about which, developers often attempt to encode in an identifiers spelling
include:

« Information on what an identifier denote$his information may be application attributes (e.g., the
number of characters to display on some output device) or internal program housekeeping attributes
(e.g., aloop counter).

» C language properties of an identifieFor instance, what is its type, scope, linkage, and kind of
identifier (e.g., macro, object, function, etc.).

« Internal representation informatioWhat an object’s type is, or where its storage is allocated.

¢ Management-mandated informatioFhis may include the name of the file containing the identifier’s
declaration, the date an identifier was declared, or some indication of the development group that
created it.

The encoded information may consist of what is considered to be more than one distinct character sequenc
These distinct character sequences may be any combination of words, abbreviations, or acronyms. Joinin
together words is known a®mpoundingnd some of the rules used, primarily by native-English speakers,
wordg  are discussed elsewhere. Studies of how people abbreviate words and the acronyms they create are al
abbreviating - discussed elsewhere. Usability issues associated with encoding information about these attributes in a|
eccagentifierjdentifiers spelling is discussed elsewhere.

optimal spelling One conclusion to be drawn from the many studies discussed in subsequent sections is that optimal sele
identifier

compound

787-450me of the more unusual developer naming practices are more talked about than practiced. For instance, using the names of gi
friends or football teams. In the visible form of the files 1.7% of identifier occurrences have the spelling of an English christian
name. However, most of these (e.gal, max, mark, etc.) have obvious alternative associations. Others require application domain
knowledge (e.g., hardware devicéance, floating pointnan). This leaves a handful, under 0.01%. that may be actual uses of peoples
names (e.gfrancis, stephen, terry).

787.5The few studies that have investigated this belief have all used inexperienced subjects; there is no reliable experimental evidence
to support this belief.
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tion of identifier spelling is a complex issue, both theoretically and practically. Optimizing the memorability,
confusability, and usability factors discussed earlier requires that the mutual interaction between all of the
identifiers in a program’s visible source code be taken into account, as well as their interaction with the
reader’s training and education. ldeally this optimization would be carried out over all the visible identi-
fiers in a programs source code (mathematically this is a constraint-satisfaction problem). In practice not
only is constraint satisfaction computationally prohibitive for all but the smallest programs, but adding a
new identifier could result in the spellings of existing identifiers changing (because of mutual interaction),
and different spelling could be needed for different readers, perhaps something that future development
environments will support (e.g., to index different linguistic conventions).

The current knowledge of developer identifier-performance factors is not sufficient to reliably make cod-
ing guideline recommendations on how to select an identifier spelling (although some hints are made).
However, enough is known about developer mistakes to be able to made some guideline recommendations
on identifier spellings that should not be used.

This section treats creating an identifier spelling as a two-stage process, which iterates until one is se-
lected:

1. A list of candidates is enumeratedhis is one of the few opportunities for creative thinking when
writing source code (unfortunately the creative ability of most developers rarely rises above the issue
of how to indent code). The process of creating a list of candidates is discussed in the first subsection
that follows.

2. The candidate list is filteredf no identifiers remain, go to step 1. The factors controlling how this
filtering is performed are discussed in the remaining subsections.

Some of the most influential ideas on how humans communicate meaning using language were proposed
by Gricé'3ll and his maxims have been the starting point for much further research. An up-to-date reasies-
to-follow discussion is provided by Claf€] while the issue of relevance is discussed in some detail by
Sperber and Wilsol88]

More detailed information on the theory and experimental results, which is only briefly mentioned in the
succeeding subsections, is provided in the sections that follow this one.

2.2 Creating possible spellings

An assumption that underlies all coding guideline discussions in this book is that developers attempt (im-
plicitly or explicitly) to minimize their own effort. Whether they seek to minimize immediate effort (need#@ccuracy
to create the declaration and any associated reference that caused it to be created) or the perceived future
effort of using that identifier is not known.

Frequency of occurrence of words in spoken languages has been found to be approximately tuned so that
shorter ones occur most often. However, from the point of view of resource minimization there is-agiitataw
portant difference between words and identifiers. A word has the opportunity to evolve— its pronunciation
can change or the concept it denotes can be replaced by another word. An identifier, once declared in the
source, rarely has its spelling modified. The cognitive demands of a particular identifier are fixed at the time
it is first used in the source (which may be a declaration, or a usage in some context soon followed by a
declaration). This point of first usage is the only time when any attempt at resource minimization is likely
to occur.

Developers typically decide on a spelling within a few seconds. Selecting identifier spellings is a creative
process (one of the few really creative opportunities when working at the source code level) and generates
a high cognitive load, something that many people try to avoid. Developers use a variety of cognitive load
reducing decision strategies, which include spending little time on the activity.

When do developers create new identifiers? In some cases a new identifier is first used by a developer
when its declaration is created. In other cases the first usage is when the identifier is referenced when
an expression is created (with its declaration soon following). The semantic associations present in the
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developer’s mind at the time an identifier spelling is selected, may not be the same as those present onc
more uses of the identifier have occurred (because additional uses may cause the relative importance give
to the associated semantic attributes to change).

When a spelling for a new identifier is required a number of techniques can be employed to create one ot
more possibilities, including the following:

» Waiting for one to pop into its creator hea@hese are hopefully derived from semantic associations
(from the attributes associated with the usage of the new identifier) indexing into an existing semantic
network in the developers’ head.

« Using an algorithm.For instancetemplatespellings that are used for particular cases (e.g., using
or a name ending itndex for a loop variable), or applying company/development group conventions
(discussed elsewhere).

« Basing the spelling on that of the spellings of existing identifigth which the new identifier has
some kind of association. For instance, the identifiers may all be enumeration constants or structure
members in the same type definition, or they may be function or macro names performing similar
operations. Some of the issues (e.g., spelling, semantic, and otherwise) associated with related ident
fiers are discussed elsewhere.

» Using a tool to automatically generate possibilities for consideration by the develBpeinstance,
Dale and Reité#*l gave a computational interpretation to the Gricean makithso formulate their
Incremental Algorithmwhich automates the production refferring expressionénoun phrases). To
be able to generate possible identifiers a tool would need considerable input from the developer on the
information to be represented by the spelling. Although word-selection algorithms are used in natural-
language generation systems, there are no tools available for identifier selection so this approach is
not discussed further here.

¢ Asking a large number of subjects to generate possible identifier namigy the most common
suggestions as input to a study of subjects’ ability to match and recall the identifiers, the identifier
having the best match and recall characteristics being chosen. Such a method has been empiricall
tested on a small exampfé€! However, it is much too time-consuming and costly to be considered
as a possible technique in these coding guidelines.

Table 787.4: Number of identifiers having the same spelling occurring in pairs of prograthgrog denotes the combined
source of all the programs. Based on the visible form of.ihéles.

all_prog gcc  idsoftware linux netscape openafs openMotif postgresql
all_prog — 24271 11,531 182,910 15,411 15,856 12,762 8,196
gcc 24,271 — 1,164 2,896 2,141 1,785 1,241 1,368
idsoftware 11,531 1,164 — 1,895 1,386 1,173 948 847
linux 182,910 2,896 1,895 — 3,058 3,037 1,756 1,719
netscape 15,411 2,141 1,386 3,058 — 2,158 1,818 1,557
openafs 15,856 1,785 1,173 3,037 2,158 — 1,103 1,459
openMotif 12,762 1,241 948 1,756 1,818 1,103 — 905
postgresq| 8,196 1,368 847 1,719 1,557 1,459 905 —

2.2.1 Individual biases and predilections
It is commonly believed by developers that the names they select for identifiesb\aceis self-evidentor
natural. Studies of people’s performance in creating names for objects shows this belief to 5 felisé!S!
at least in one sense. When asked to provide names for various kinds of entities, people have been found t
select a wide variety of different names, showing that there is nothtigusabout the choice of a name.
Whether, given a name, people can reliably and accurately deduce the association intended by its creatc
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is not known (if the results of studies of abbreviation performance are anything to go by, the angjjRv®n9
probably not).

A good naming study example is the one performed by Furnas, Landauer, Gomez, and Bfdrisis,
who described operations (e.g., hypothetical text editing commands, categoBesyn'n Salelassified
ads, keywords for recipes) to subjects who were not domain experts and asked them to suggest a name for
each operation. The results showed that the name selected by one subject was, on average, different from
the name selected by 80% to 90% of the other subjects (one experiment included subjects who were domain
experts and the results for those subjects were consistent with this performance). The occurrences of the
different names chosen tended to follow an inverse law, with a few words occurring frequently and- apostw
only rarely.

Individual biases and predilections are a significant factor in the wide variety of names’ selection. An-
other factor is an individual's past experience; there is no guarantee that the same person would select the
same name at some point in the future. The issue of general developer difference is discussed ef§&\H&re.
The following subsections discuss some of the factors that can affect developers’ identifier processing per-
formance.

2.2.1.1 Natural language
Developers will have spent significant amounts of time using their native language in both spoken and writ-
ten forms from an early age. This usage represents a significant amount of learning and many recognition
(e.g., recognizing common sequences of characters) and generation (e.g., creating the commonly occurring
sounds) operations will have become automatic. Butomatiza-
The following natural-language related issues are discussed in the subsequent sections:

« Language conventions, including use of metaphors and category formation. Identifier

* Abbreviating of known words. abbreviating

« Methods for creating new words from existing words. Svcgrrndpound
identifier

» Second-language usage. Engish as second
language
identifier

second language
spelling

2.2.1.2 Experience

People differ in the experiences they have had. The following are examples of some of the ways in which
personal experiences might affect the choice of identifier spellings.

* recent experienceDevelopers will invariably have read source code containing other identifiers just
prior to creating a new identifier. A study by Sloman, Harrison, and [f#4linvestigated how sub-
jects named ambiguous objects immediately after exposure to familiar objects. Subjects were first
shown several photographs of two related objects (e.g., chair/stool, plate/bowl, pen/marker). They
were then shown a photograph of an object to which either name could apply (image-manipulation
software was used to create the picture from photographs of the original objects) and asked to name
the object. The results found that subjects tended to use a hame consistent with objects previously
seen (77% of the time, compared to 50% for random selection; other questions asked as part of the
study showed results close to 50% random selection).

educational experiencélthough they may have achieved similar educational levels in many subjects,
there invariably will be educational differences between developers. A study by Van den Bergh, Vrana,
and EeleR*® showed subjects two-letter pairs (e.QL,. andIG) and asked them to select the letter

pair they liked the best (for “God knows whatever reason”). Subjects saw nine two-letter pairs. Some
of the subjects were skilled typists (could touch type blindfolded and typed an average of at least
three hours per week) while the others were not. The letter pair choice was based on the fact that a
skilled typist would use the same finger to type both letters of one pair, but different fingers to type the
letters of the other pair. Each subject scored 1 if they selected a pair typed with the same finger and
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naming
cultural differ-
ences

context
naming affected

by

0 otherwise. The expected mean total score for random answers was 4.5. Overall, the typists mear
was 3.62 and the nontypists mean was 4.62, indicating that typists preferred combinations typed with
different fingers. Another part of the study attempted to find out if subjects could deduce the reasons
for their choices; subjects could not. The results of a second experiment showed how letter-pair
selection changed with degree of typing skill.

« cultural experienceA study by Malt, Sloman, Gennari, Shi, and W&A§213showed subjects (who
were native speakers of either English, Chinese, or Spanish) pictures of objects of various shapes ant
sizes that might be capable of belonging to either of the categories— bottle, jar, or container. The
subjects were asked to name the objects and also to group them by physical qualities. The results
found that while speakers of different languages showed substantially different patterns in naming
the objects (i.e., a linguistic category), they showed only small differences in their perception of the
objects (i.e., a category based on physical attributes).

» environmental experiencePeople sometimes find that a change of environment enables them to
think about things in different ways. The environment in which people work seems to affect their
thoughts. A study by Godden and Baddéi&y investigated subjects’ recall of memorized words
in two different environments. Subjects were divers and learned a list of spoken words either while
submerged underwater wearing scuba apparatus or while sitting at a table on dry land. Recall of
the words occurred under either of the two environments. The results showed that subjects recall
performance was significantly better when performed in the same environment as the word list was
learned (e.g., both on land or both underwater). Later studies have obtained environmental affects
on recall performance in more mundane situations, although some studies have failed to find any
significant effect. A study by Fernandez and AldhYoobtained differences in recall performance
for older subjects when the environments were two different rooms, but not for younger subjects.

2.2.1.3 Egotism
It is not uncommon to encounter people’s names used as identifiers (e.g., the developer’s girlfriend, or
favorite film star). While such unimaginative, ego-driven naming practice may be easy to spot, it is possible
that much more insidious egotism is occurring. A study by N@fthfound that a person’s name affects
their choice of letters in a selection task. Subjects (in 12 different European countries) were given a sheet
containing the letters of their alphabet in random order and spaced out over four lines and asked to circle si»
letters. They were explicitly told not to think about their choices but to make their selection based on those
they felt they preferred. The results showed that the average probability of a letter from the subject's name
being one of the six chosen was 0.30, while for non-name letters the probability was 0.20 (there was some
variation between languages, for instance: Norwegian 0.35 vs. 0.18 and Finnish 0.35 vs. 0.19). There wa:
some variation across the components of each subject’s name, with their initials showing greatest variatior
and greatest probability of being chosen (exceptin Norwegian). Nuttin proposed that ownership, in this case
a person’s name, was a sufficient condition to enhance the likelihood of its component letters being more
attractive than other letters. Kitayama and KarasiWaeplicated the results using Japanese subjects.

A study by Jones, Pelham, Mirenberg, and H¥ftsshowed that the amount of exposure to different
letters had some effect on subject’s choice. More commonly occurring letters were selected more often thar
the least commonly occurring (a, e, i, n, s, and tvs. j, k, q, w, X, and z). They also showed that the level of a
subject’s self-esteem and the extent to which they felt threatened by the situation they were in affected the
probability of them selecting a letter from their own name.

2.2.2 Application domain context
The creation of a name for a new identifier, suggesting a semanticly meaningful association with the appli-
cation domain, can depend on the context in which it occurs.

A study by Labo¥*88l showed subjects pictures of individual items that could be classified as either cups
or bowls (see Figure 787.4). These items were presented in one of two contexts— a neutral context in whick
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Figure 787.4: Cup- and bowl-like objects of various widths (ratios 1.2, 1.5, 1.9, and 2.5) and heights (ratios 1.2, 1.5, 1.9, and
2.4). Adapted from Labo{88]
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Figure 787.5: The percentage of subjects who selected the tampor bowl to describe the object they were shown (the paper
did not explain why the figures do not sum to 100%). Adapted from L&Y

the pictures were simply presented and a food context (they were asked to think of the items as being filled
with mashed potatoes).

The results show (see Figure 787.5) that as the width of the item seen was increased, an increasing
number of subjects classified it as a bowl. By introducing a food context subjects responses shifted towards
classifying the item as a bowl at narrower widths.

The same situation can often be viewed from a variety of different points of view (theftenme is
sometimes used); for instance, commercial events include buying, selling, paying, charging, pricing, costing,
spending, and so on. Figure 787.6 shows four ways (i.e., buying, selling, paying, and charging) of looking
at the same commercial event.

2.2.3 Source code context source code
. . . S . - . . _contex
It is quiet common for coding guideline documents to recommend that an identifiers spelling include gpidentifier
coded information on the source code context of its declaration. Therteming conventions often , .. ventions

used to refer to these recommendations. Probably the most commonly known of these conventiorg' iithe
Hungarian naming conventidf?! which encodes type information and other attributes in the spelling 8f"4f'" naming
identifier. As discussed elsewhere, such information may not be relevant to the reader, may reduce tfgsiitem;
orability of the identifier spelling, may increase the probability that it will be confused with other identifiers,
and increase the cost of maintaining code.

The two language contexts that are used to influence the spelling of identifiers are namespace and scope.

The following subsections briefly discusses some of the issues and existing practices.
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directives
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B B
Obj for
A D A D
Subj from Subj to
C C
for Obj
Commercial Event
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goods
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to Subj Obj
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Figure 787.6: A commercial event involving a buyer, seller, money, and goods; as seen from the buy, sell, pay, or charge
perspective. Based on Fillmoré2

2.2.3.1 Name space
Macro naming conventions

There is a very commonly used convention of spelling macro names using only uppercase letters (plus
underscores and digits; see Table 787.5). Surprisingly this usage does not consume a large percentage
available character combinations (3.4% of all possible four-character identifiers, and a decreasing percen
age for identifiers containing greater numbers of characters).

The use of uppercase letters for macro names has become a C idiom. As such, experienced develope
are likely to be practiced at recognizing this usage in existing code. It is possible that an occurrence of an
identifier containing all uppercase letters that is not a macro name may create an incorrect belief in the mind
of readers of the source.

There are no common naming conventions based on an identifier being used as a macro parameter. Tt
logical line based nature of macro definitions may result in macro parameter names containing only a few
characters having less cost associated with them than those containing many characters.

Tag and typedef naming conventions

There is a commonly seen nhaming convention of giving a tag nhame and an associated typedef hame th
same spelling (during the translation of individual translation units of the books benchmark programs 30%
of the tag names declared had the same spelling as that used in the declaration of a typedef name). Sharir
the same name has advantage of reducing the amount of information that developers need to remembe
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(once they have learned this convention). However, apart from existing practice, there is no obvious benefit
in having two different methods of denoting the same type.

Given that one of three keywords immediately precedes a tag name, its status as a tag is imnﬁﬁ@fély
obvious to a reader of the source (the only time when this context may not be available is when a tag name
occurs as an argument in a macro invocation). Given the immediate availability of this information there is
no benefit in a naming convention intended to flag the status of an identifier as a tag.

The following are several naming conventions that are often seen for typedef names. These include:  typedef
naming con-

. . entions
* No lowercase letters are used (i.e., uppercase letters, digits, and underscore are used). re7typedel RANE

no lowercase
« Information on the representation of the type is encoded in the spelling. This encoding can vary from
the relatively simply (e.gINT_8 indicates that an object is intended to hold values representable in an
integer type represented in eight bits; a convention that is consistent with that usedsrdthat .h> MisRA
header), or quiet complex (e.g., hungarian naming). stdinth
787 hungarian
It is possible for type information, in an identifiers spelling, to be either a benefit or a cost, for reagdiers
of the source. For instance, readers may assume that the following equalityshakdsf (INT_8) ==
sizeof(char), when in fact the author used typat in the declaration of alINT_ typedef names.

Member naming conventions member

Some coding guideline documents recommend that the names of members contain a suffix or pr”e""ﬁs«r;%t?é’r?g
that denotes their status as members. The cost/benefit of specifying this information in the spelling of an
identifier name is discussed elsewhere. member

Label naming conventions ~ label

There are no common C naming conventions for identifiers that denote labels. However, some co&fiﬁnég%t?ggs_
guideline documents recommend that label names visually draw attention to themselves (e.g., by containing
lots of characters). Label name visibility was an explicit goal in the specification of the syntax of labels in
Ada. Other coding guideline documents recommend that label names not be visible at all (i.e., th'g?ﬁf;c'ﬁ%lys
appear within macro replacement lists).

Given that identifiers denoting label hames can only occur in two contexts, and no other kinds of iden-
tifiers can occur in these contexts, there is no benefit in encoding this information (i.e., is a label) in the
spelling. Whether it there is a worthwhile cost/benefit in visually highlighting the use of a label needs to be
evaluated on a usage by usage basis. There are a variety of techniques that can be used to provide visual
highlighting, it is not necessary to involve an identifiers spelling.

Enumeration constant naming conventions _ enumera-

Some coding guideline documents recommend that the names of members contain a suffix or prefix (&”@‘%RS%‘S‘RF
E_ or _E) that denotes their status as members. Unlike member and label names it is not possible to deducg™°"
that an identifier is an enumeration constant from the syntactic context in which it occurs. However, there
does not appear to be a worthwhile cost/benefit in encoding the status of an identifier as an enumeration
constant in its spelling.

The issue of selecting the names of enumeration constants defined in one enumeration type to form a
distinct set of symbols is discussed elsewhere. S meaion

Function naming conventions e function

Some coding guideline documents recommend that the names of functions contain a verb (sometimngg\',rjagn?g:s_
following noun is also specified). A study by Caprile and Ton8llareated a word grammar describing
function names (which was structured in terms of actions) and were able to parse a large percentage of such
names in a variety of programs (80% in the case of the mosaic sources).

2.2.3.2 Scope _ scope
Tools that automatically generate source code might chose to base part of the spelling of an identifier of Itnons
scope to simplify the task of writing the generator. If names followed a fixed unusual, pattern the possibility

of duplicates being declared is likely to be reduced.
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file scope File scope
c:;*%;g%m‘ﬁ"rff Some coding guideline documents require identifiers declared in file scope to include a prefix denoting
uments

this fact (it is rare to find suffixes being used). The reasons given for this requirement sometimes include
issues other than developer readability and memorability; one is management control of globally visible
identifiers (exactly why management might be interested in controlling globally visible identifiers is not
always clear, but their authority to silence doubters often is).

What are the attributes of an identifier at file scope that might be a consideration in the choice of its
name?

» They are likely to be referenced from many function definitions, (unlike block scope identifiers a
readers knowledge of them needs to be retained for longer periods of time).

» They are unlikely to be immediately visible while a developer is looking at source code that references
them (unlike block scope identifiers, their declaration is likely to be many lines— hundreds— away
from the points of reference).

» They will be unique (unlike block scope names, which can be reused in different function definitions).

During code maintenance new identifiers are often defined at file scope. Does the choice of spelling of these
file scope identifiers need to take account of the spelling of all block scope identifiers defined in source
files that#include the header containing the new file scope declaration? The options have the following
different costs:

1. Changing the spelling of any block scope identifiers, and references to them, to some other spelling.
(This will be necessary if the new, file scope identifier has identical spelling and access to it is re-
o quired from within the scope in which the local identifier is visible.) There is also the potential cost
s,,;fneffffi associated with the block scope identifier not having the ideal attributes, plus the cost of developer
relearning associated with the change of an existing identifier spelling.

2. Selecting another spelling for the file scope identifier. To know that a selected spelling clashes with

another identifier requires that the creator of the new identifier have access to all of the source that

o #include the header containing its declaration. There is also the potential cost associated with the

p'ﬁegﬂtme§ file scope identifier not having the ideal attributes. There is no relearning cost because it is a new
identifier.

3. Accepting the potential cost of deviating from the guideline recommendation dealing with identifier
spellings.

Each of these options has different potential benefits; they are, respectively:
sp;ﬁfgﬂts'rsﬁ'az 1. The benefits of following the identifier spelling guideline recommendations are discussed elsewhere.
The benefit is deferred.

2. No changes to existing source need to be made, and it is not necessary for developers declaring
new file scope identifiers to have access to all of the sourcetilmeflude the header containing its
declaration. The benefit is deferred.

3. There is no benefit or immediate cost. There may be a cost to pay later for the guideline deviation.

block scope Block scope
vontions o Because of their temporary nature and their limited visibility some coding guideline documents recom-
mend the use of short identifiers (measured in number of characters) for block scope object definitions.
What is the rationale for this common recommendation?
o Some developers openly admit to using short identifiers because they are quicker to type. As pointed ou
ypnomin elsewhere, the time taken by a developer to type the characters of an identifier is not significant, comparec
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to the costs to subsequent readers of the source code of a poorly chosen hame. Your author suspects that it
is the cognitive effort required to create a meaningful name that many developers are really trying to avoid.

What are the properties of identifiers, in block scope, that might be a consideration in the choice of their
names?

» They are likely to appear more frequently within the block that defines them than names having file
scope (see Figure?).

» The semantic concepts they denote are likely to occur in other function definitions.

« A program is likely to contain a large number of different block scopes.

 Their length is likely to have greater impact on the layout of the source code than other identifiers.

« Translators do not enforce any uniqueness requirements for names appearing in different block scopes.

» They need to be memorable only while reading the function definition that contains them. Any memo-
ries remaining after that block has been read should not cause confusion with names in other function
definitions.

2.2.4 Suggestions for spelling usage identifier
. . . . . Su stions
The following list provide suggestions on how to make the best use of available resources (a reader's men a

capabilities) when creating identifier spellings. The studies on which these suggestions are based have
mostly used English speakers as subjects. The extent to which they are applicable to developers readers of
non-English languages is not known (other suggestions may also be applicable for other languagegy.identifiers
These suggestions are underpinned by the characteristics of both the written and spoken forms of English
and the characteristics of the device used to process character sequences (the human brain). There is likely
to be a great deal of interdependence between these two factors. The characteristics of English will have

been shaped by the characteristics of the device used to create and process it.

« Delimiting subcomponentdiritten English separates words with white space. When an identifiaic.
spelling is composed of several distinct subcomponents, and it is considered worthwhile to prowa”e a
visual aid highlighting them, use of an underscore character between the subcomponents is the closest
available approximation to a reader’s experience with prose. Some developers capitalize the first letter
of each subcomponent. Such usage creates character sequences whose visual appearance are unlike
those that readers have been trained on. For this reason additional effort will be needed to process
them. In some cases the use of one or more additional characters may increase the effort needed to
comprehend constructs containing the identifier (perhaps because of line breaks needed to organize
the visible source). Like all identifier spelling decisions a cost/benefit analysis needs to be carried
out.

Initial letters. The start of English words are more significant than the other parts for a number a@ftial letters
reasons. The mental lexicon appears to store words by their beginnings and spoken Enghsh@nmee{dem'f"sr
to be optimized for recognizing words from their beginnings. This suggests that it is better tq/figave
differences in identifier spelling at the beginning (ecgt, bat, mat andrat) than at the end (e.geat,

cah, can andcad).

Pronounceability.Pronounceability may appear to be an odd choice for a language that is primarily
read, not spoken. However, pronounceability is an easy-to-apply method of gauging the extent to
which a spelling matches the characteristics of character sequences found in a developers native lan-
guage. Given a choice, character sequences that are easy to pronounce are preferred to those that are
difficult to pronounce.

« Chunking. People find it easier to remember a sequence of short (three or four letters or Higifs)
character sequences than one long character sequence. If a non-wordlike character sequence has to
be used, breaking the character sequence into smaller chunks by inserting an underscore character
between them may be of benefit to readers.
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« Semantic association3he benefits of identifier spellings that evoke semantic associations, for read-
ers are pointed out in these and other coding guideline documents. However, reliably evoking the
desired semantic associations in different readers is very difficult to achieve. Given a choice, an
identifier spelling that evokes, in many people, semantic associations related to what the identifier
denotes shall be preferred to spellings that evoke them in fewer people or commonly evokes semantic
associations unrelated to what the identifier denotes.

« Word frequencyHigh-frequency words are processed more rapidly and accurately than low-frequency
words. Given a choice, higher-frequency words are be preferred to lower-frequency words.

2.2.4.1 Existing conventions

In many cases developers are adding identifiers to an existing code base that already contains thousands,
not tens of thousands, of identifiers. The maintainers of this existing code will have learned the conventions
used (if only implicitly). Having new identifier spellings follow existing conventions enables maintainers
to continue to obtain the benefits from what they have learned, and does not increase costs by requiring the
exceptions be handled or new conventions learned. Following an existing convention has a benefit in its owr
right, independently of the original reasons (which may not even have been valid at the time) for adopting
it.

One problem with existing source code conventions is finding out what they are. It is possible that
the conventions used will vary across the files making up a program (perhaps following the habits and
characteristics of the original authors). The following discussion attempts to highlight thecomsi@ntion
domainghat affect identifier spellings:

» Natural language usage conventions. For instance, word order and creating new words by joining
together—compounding- existing words. There are often rules for ordering and compounding
words and speakers of languages often are sensitive to these rules (usually implicitly following them
without consciously being aware of it or even explicit having knowledge of what the rules are).

» General software development conventions. For instance, using the abbreptatimndenote some-
thing related to pointers.

» C language developer conventions. For instance, using uppercase letters for identifier spellings deno
ing macro definitions or typedef names.

» Development group conventions. It is your author’'s experience that these are rarely effectively en-
forced and noncompliance is common (even among developers attempting to follow t#hémjith-
out measurements confirming that any development group guidelines are followed in the source being
maintained, it is suggested that these conventions be ignored from the point of view of achieving a
benefit by considering them when creating new identifier spellings. However, claiming to follow them
may reduce the effort of dealing with management, a topic that is outside the scope of this book.

» Host environment conventions. Developers who primarily work within a particular host environment
(e.g., Linux or Microsoft Windows) often follow conventions specific to that environment. Whether
this is because of the influence of a particular vendor or simply the drifting apart of two communities,
is not known.

» Anindividual’s past experience. For all the supposed dynamism of the software business, developers
can be remarkably conservative in their identifier-naming habits, often being very resistant to change.

787.6This experience comes from many onsite visits where a development group’s source code was analyzed by a tool configured to
enforce that group’s identifier-naming conventions.
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Table 787.5: Occurrence of declared identifiers (as a percentage of all identifiers in the visible form af fifes; weighted

by number of occurrences; unique identifiers are in parentheses) containing particular character sequences (¢pelfgtase
using upper-case letteis usually taken to mean that no lower-case letters are used, i.e., digits and underscore are included in
the possible set of characters; for simplicity and accuracy the set of characters omitted are listed).

no lower-case  no upper-case  no underscore no digits  only first character
upper-case
file scope objects 0.8( 1.0) 80.3 ( 79.1) 29.6 ( 25.4) 87.3 ( 85.7) 52( 5.7)
block scope objects 1.3( 1.8) 91.9 ( 81.3) 79.9 ( 58.9) 96.3 ( 93.0) 1.3( 3.1)
function parameters 0.1( 0.4) 94.2 ( 82.9) 88.6 ( 67.4) 96.8 ( 94.8) 14( 29
function definitions 0.2( 0.2 59.0 ( 62.1) 27.1( 24.1) 87.1( 86.4) 29.9 ( 27.3)
struct/union members 05( 0.8) 78.5( 71.8) 65.7 ( 51.3) 93.2( 91.4) 12.0( 14.2)
function declarations 0.7( 0.5) 55.5( 57.1) 27.3 ( 26.5) 88.7 ( 87.5) 32.4 ( 30.1)
tag names 5.7( 6.6) 60.7 ( 63.8) 25.6 ( 21.6) 88.1( 85.9) 18.4 ( 14.5)
typedef names 14.0 ( 17.0) 37.0( 33.5) 45.0 ( 40.4) 89.7 ( 89.3) 39.8 ( 37.4)
enumeration constants 55.8 ( 56.0) 10.8 ( 10.6) 16.0 ( 15.0) 79.9 ( 77.9) 32.1( 32.0)
label names 27.2 ( 48.1) 69.2 ( 47.4) 70.8 ( 65.6) 67.4 ( 46.3) 22( 2.3)
macro definitions 78.4 ( 79.9) 49( 5.0 15.5 ( 13.0) 70.9 ( 69.3) 13.1( 11.1)
macro parameters 19.8 ( 20.4) 77.6 ( 68.7) 96.0 ( 83.6) 94.2 ( 90.7) 14( 5.0
2.2.4.2 Other coding guideline documents identifier

. . . . . . . . . . other guide-
Other coding guideline documents invariably include recommendations on identifier spelling. These¢@guments

ommendations are sometimes vague to the point of near worthlessness (e.g., “Use meaningful names for
identifiers”), or the over-exaggeration of the importance of certain kinds of information with an associated
lack of consideration of all the factors involved with identifier usage. Examples of the latter include:
. . . . . . . . 787 hungarian
* Hungarian notation. The information provided by this notation is often not needed by the readeting
who unnecessarily has to process characters that are essentially noise. This notation also ¢féates
maintenance effort in that identifier spellings have to be updated when their types are changed.

Meaningful names as brief sentencétere priority is given to semantic associations created by an
identifiers spelling. The disadvantages of using large numbers of characters in an identifier spelling
is discussed elsewhere. bt o s
« Short names for local identifierddere priority is given to the effort needed to type identifiers and
potential use of short-term memory resources (shorter names are likely to require less time to pro-

nounce).

» Use of prefixes.Adding prefixes to words has a long history. French scribes in the middle ages
would add arh to the start of words that were derived from Latin words that started with the letter
h.[2221 The h not being pronounced (e.g., modern Frehetbile andhonneuy. The introduction of
these words into English resulted in either trebeing droppeddble), remaining silentlfonou), or
causing a change of pronunciatidioépita). The importance of the initial letters, at least for native
English speakers, is pointed out above. Mandating the use of prefixes is equivalent to specifying that
the information they denote is more important than any other information evoked by an identifiers
spelling. If this is true the recommendation to use prefixes is correct, otherwise it causes needless
waste of a readers cognitive resources.

* No lowercase letters are used (that is, uppercase letters, digits, and underscore are used) for macro
definitions and typedef nhames.This usage appears to give priority to signaling implementation de-
tails to the reader. (While there is a prose text convention, at least in English, that words written using
all uppercase letters denote important text, this usage in source code is more of a visual convention
than an indication that these kinds of identifiers are more important than others.) Using uppercase
letters for macro definitions prevents them from being treated as interchangeable with function defini-
tions (at least for function-like macros). Requiring that macro names be spelled using only uppercase
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letters creates additional work if the source code is modified. For instance, a macro name that is
changed to an enumerated constant or is replaced by an object either has to remain in uppercase c
be converted to lowercase. Similarly for a function definition that is remapped to a macro definition
(going from lowercase to uppercase). Typedef names appear less often in source code than othe
kinds of ordinary identifiers. While the syntactic context in which they appear signifies the kind of
identifier they represent, readers are likely to be expecting to see a keyword in these contexts (this
is the common case). When readers are quickly scanning the source, use of all uppercase letters i
the spelling of a typedef name may provide an alternative visual mechanism for rapid recognition
(potentially reducing the effort needed to rapidly scan source).

« Management/project controHere priority is given to information used in the management and coor-
dination of a programs source code. Reserving a set of identifier spellings, usually for future usage,
sometimes occurs.

Some coding guideline documents apply identifier-naming conventions that might be applicable in some
programming languages (e.g., Cd&8¥) but are not applicable in C (in the case of Cobol because of the
different declaration syntax and in some cases semantics).

2.3 Filtering identifier spelling choices

This subsection makes guideline recommendations on what identifier spellings should not be used. It doe:
not aim to extensively discuss other spelling filtering issues that developers might consider, although some
are covered. Itis unlikely to be practical for developers to manually apply these guideline recommendations
Automatic enforcement is assumed to be the most likely method of checking adherence to these recommel
dations. Whether this automated process occurs at the time an identifier is declared, or sometime later, is
practical cost/benefit issue that is left to the developer to calculate.

The discussion on creating optimal identifier spellings pointed out the need to consider all identifiers
declared in the translation of a program. However, the computational cost of considering all identifiers is
significant and the guideline recommendations that follow often specify a smaller set of possible identifier
spellings that need to be considered.

The basis for these filtering recommendations is the result of the studies described in the major subsec
tions following this one. The major issues are the characteristics of the human mind, the available cognitive
resources (which includes a reader’s culture and training), and usability factors.

The basic assumption behind the guideline recommendations is that a reduction in similarity between
identifiers will result in a reduction in the probability that readers will mistake one for another. The similarity
between two identifiers is measured using the typed letters they contain, their visual appearance, and spoke
and semantic forms.

2.3.1 Cognitive resources
Other subsections of this coding guideline separate out discussion of issues relating to the functioning of the
human brain, and cultural and educational factors. Here they are grouped together as cognitive resources.
An algorithm for calculating the cognitive resources needed to process an identifier spelling is not yet
available. For simplicity the following discussion treats each resource as being independent of the others.

2.3.1.1 Memory factors

The primary human memory factors relevant to the filtering of identifier spellings are the limited capacity
of short-term memory and its sound-based operating characteristics. The STM capacity limitation issues
associated with identifier spelling are discussed elsewhere.

If two identifiers are both referenced in related sections of source code, it is possible that both of their
pronunciations will be held in a reader’s phonological loop (audio short-term memory) at the same time.
The following guideline recommendation is intended to reduce the likelihood of interference, in short-term
memory, between two similar sounding identifier spellings.
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Rev 787.1 A newly declared identifier shall have a Levenstein distance, based on the phonemes in its spoken

form, of at least two from existing identifiers declared in a program.

This guideline recommendation may be overly restrictive, preventing otherwise acceptable spellings from
being used. The following deviation is based on studies showing, at least for native-English speakers, that
the start of a word has greater salience than its middle or end.

Dev 787.1 A newly declared identifier may have a Levenstein distance, based on phonemes, of one from existing

identifiers declared in a program provided the difference occurs in the first phoneme.

2.3.1.2 Character sequences

Every natural language has patterns to the way it joins sounds together to form words. This in turn leads
to patterns (at least for nonlogographic orthographies) in the character sequences seen in the writt@pgfomnic
(even in an irregularly spelled language such as English). Proficient users of a language have ovéridarieg™
these patterns and can effortlessly recognize them.

While novice readers may read words a letter at a time, experts make use of their knowledge of commonly
occurring character sequences (which may be complete words) to increase their reading rate. The penalty
for making use of statistical information is an increased likelihood of making mistakes, particularly when

reading character sequences that are not required to be words (e.g., identifier spellings).
1 enum {00, 00, 11, 11} glob;

Word recognition is driven by both bottom-up processes (the visible characters) and top-down processes
(reader expectations). Minimizing the visual similarity between identifier spellings is one technique for
reducing the likelihood of a reader mistakenly treating one identifier for another, different, identifier. Al-
though the data needed to calculate an accurate value for the visual similarity between two identifiers is not
yet available, the following guideline recommendation is still considered to be worth making. identifier

Cg 787.2 . . - . L
A newly declared identifier shall have a Levenstein distance, based on visual similarity of correspond-

ing characters, of at least two when compared against all identifiers declared in the visible source of a
program.

For the purpose of this guideline recommendation, the visual similarity Levenstein of two identifiers is
defined as the sum, over all pairs of characters, of the visual distance between two characters (one from
each identifier) occurring at the same position in the identifier spelling (a space character is used to pad the
shorter identifier). The visual distance between two characters is defined as (until a more accurate metric
becomes available):

1. zero if they are the same character,
2. zero if one character represents the le@duppercase oh) and the other is the digit zero,
3. zero if one character represents the ldtigowercase ell) and the other is the digit one,

4. otherwise, one.
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identifier 2.3.1.3 Semantic associations
semantic as- . . . . . .g . =
sociations The spelling of an identifier is assumed to play a significant role in a readers recall of the semantic infor-

name space  mation associated with it (another factor is the context in which the identifier occurs). Having two different
identifiers with the same spelling and:

« with different semantic information associated with them is likely to be create a cost (i.e., recall of
information associated with other identifiers sharing the same spelling),

< with the same semantic information associated with them is likely to be create a benefit (i.e., improved

power law
of learning recall performance).
Cg 787.3 . - . . - .
A newly declared identifier shall not have the same spelling as another identifier declared in the same
program.

Dev 787.3 A newly declared identifier may have the same spelling as another identifier declared in the same

program provided they are both used to denote the same information and both have block scope.

Some identifiers are formed by concatenating two or more known words, abbreviations, or acronyms (these
subcomponents are callednceptual unithere). The interpretation given to a sequence of these concep-
tual units may not depend significantly on their relative ordering. For instance, eithget_total or
total_widget might be considered to denote a count of the total number of widgets.

The following guideline recommendation is motivated by possible semantic confusion, not by the pos-
sibility of typing mistakes. While the general block-edit string matching problem is NP-contfff8te,
limiting the comparison to knowoonceptual unitsignificantly reduces the computational cost of checking
adherence.

Rev 787.4 A newly declared identifier shall have a Levenstein distance, based on individual conceptual units, of

at least two from existing identifiers declared in a program.

Dev 787.4 A newly declared identifier defined in a function definition shall have a Levenstein distance, based on

individual conceptual units, of at least two from existing identifiers defined in other function definitions.

In some cases developers may consider two identifiers, differing by a Levenstein distance of one, to be
semantically distinct. For instanceidget_num or num_widget might be considered to denote a number
assigned to a particular widget and some count of widgets, respectively. Such an interpretation is depender
on knowledge of English word order and conventions for abbreviating sentences (e.g., “widget number 27”
and “number of widgets”). However, this distinction is much too subtle and relies on too fine a point of
interpretation (and could quite easily be given the opposite interpretation) for any form of deviation to be
justified.

identifier N 2.3.2 Usability

encoding usability . ; . . . . . L . L. .
The following discussion briefly summarizes the general issues associated with identifier. This issue is

identifier  discussed in more detail elsewhere.

usability
2.3.2.1 Typing
Developers make mistakes when typing the characters that form an identifier spelling. If two identifier
spellings differ by a single character, it is possible that an uncorrected mistake will cause a different identifier
to be accessed.

Cg 787.5 . . L .
A new identifier shall have a Levenstein distance, based on individual characters, of at least two from

existing identifiers declared in a program.
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Figure 787.7:Number of identifiers (unique and all) of different length in the visible form of.tbéles. Any identifier whose
spelling appeared in thespell 65,000 word dictionary was considered to be a word.

An identifier may differ by a Levenstein distance of one from another identifier and not be accessible at the
point in the source a typing mistake occurs because it is not visible at that point. Requiring a Levenstein
distance of two for all new identifiers may be overly restrictive (preventing otherwise acceptable spellings
from being used).

Dev 787.5 An identifier defined in a function definition may have a Levenstein distance, based on individual char-

acters, of one from existing identifiers defined in other function definitions.

2.3.2.2 Number of characters identifier
number o
The C Standard minimum requirements on the number of significant characters in an identifier spg|ligpracters

(the first 31 in an external identifier, and 63 in an internal linkage or macro name) is not usually arj¢sdae
in human-written code. The issue of translators that have yet to support the new limits (the requirgggnts
specified in the previous version of the Standard were lower) are discussed in the limits sentences. dentifier

ters

2.3.2.3 Words unfamiliar to non-native speakers
The usual reason for including a word in an identifier spelling is to obtain the benefit of the semantic
associations it evokes. If the source is likely to be maintained by developers whose native language is
different from that of the author, it is necessary to consider the possibility that some character sequences
will not be recognized as words.

Experience shows that technical words often cause the fewest problems. Within a particular application
domain, the vocabulary of technical words used at the source code level is usually relatively small (compared
to natural languages and even the specific application domain). They are relatively easy for native speakers
to identify and L2 speakers may not be embarrassed by their ignorance of these technical terms.

Identifying nontechnical words that may be unfamiliar to non-native speakers is often more difficult.
Native speakers rarely have the necessary experience and asking non-native speakers about their language
competence may be awkward or impractical.

Although there have been some surveys of L2 vocabulary knowlégehe available information does
not appear to be sufficiently extensive to enable a guideline recommendation (that words likely to be unfa-
miliar to L2 speakers not be used) to be enforced; so none is given here.

2.3.2.4 Another definition of usability

In some cases identifier spelling usability might be defined in terms of satisfying a management require-
ment other than minimizing future maintenance costs. For instance, the customer may require adherence to
a coding guideline document, which recommends that various kinds of semantic information be explicitly
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encoded in an identifier’s spelling (e.g., the MISRA C Guidelines contain an advisory rule that the spellings
of typedef names contain information on the number bits in the storage representation of the defined arith
metic type).

Definitions of usability based on these alternative requirements are not discussed further in this coding
guideline section.

3 Human language

This section discusses the characteristics of human languages, primarily in their written form. These empiri-
cal and theoretical findings provide background material for the discussion on the three primary requirement
issues (memorability, confusability, usability). The section concludes with a more detailed discussion of one
language, English.

3.1 Writing systems

A writing system, known as aorthography uses written characters to represent the structure of a linguistic
system. If the character-to-sound rules are relatively simple and consistent (e.g., German, Spanish, Japane
hirigana), the orthography is said to bleallow while if they are complex and inconsistent (e.g., English),

it is said to bedeep A writing system is more than a set of characters and the sequences of them used to
represent words; there are also the conventions adopted by its writers (e.g., direction of writing and some
written abbreviations have no equivalent spoken form).

Table 787.6:Number of people using particular types of writing system for the top 50 world languages in terms of number of
speakers. Literacy rates from UNESCO based on typical countries for each language (e.g., China, Egypt, India, Spain). Adapted
from Cook!™

Total languages out of 50 Speakers (millions)  Readers (millions, based
on illiteracy rates)

Character-based systems— 8 (all Chinese) 1,088 930

+ Japanese

Syllabic systems— 13 (mostly in India) + 561 329

Japanese, Korean

Consonantal systems— 4 (two Arabic) + 148 no figures available

Urdu, Persian

Alphabetic systems— 21 (worldwide) 1572 1,232

Most existing source code is written using only characters from the basic source character set. The
introduction of Universal Character Names and growing tool support for extended characters continues to
increase the likelihood that developers will encounter identifiers spelled using characters outside of the
invariant Latin subset.

There are three kinds of writing systems:

1. alphabetic. These writing systems contain a small set of letters. Sequences of one or more of these
letters represent the basic spoken units of a word (this sequence of letters is knographeane
and the sound units it represents is a phoneme) or a complete word. One or more graphemes may b
written in sequence to represent a spoken word. This writing system has two varieties:

* Abjads, or consonant alphabets, predominantly use only consonants in their written forms. Vow-
els can be added, usually by means of diacritics, but this is not common (Arabic and Hebrew
use them in poetry and children’s books). Most abjads, with the exception of Divehi hakura and
Ugaritic, are written from right-to-left.

 Alphabets, or phonemic alphabets, nearly always represent consonants and vowels in written
works (acronyms may not contain any vowels).

Some scripts, for instance Arabic, are used both as an abjad and as an alphabet.
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2. syllabic. These writing systems use individual characters to represent syllables; for instance, Ben ab||i,syllabic
Cherokee, and Japanese Katakana. rersylabe

3. logographic. These writing systems, or logosyllabaries, are the most complex natural language wigographic
ing systems. They can be broken down into the following:

» Logograms are symbols that represent whole words, without a phonetic component. Some lo-
gograms resemble, or originally resembled, the things they represent and are sometimes known
aspictogramsor pictographs

 ldeograms are symbols that graphically represent abstract ideas, without a phonetic component.

< Semantic—phonetic compounds are symbols that include a semantic element, which represents
or hints at the meaning of the symbol, and a phonetic element, which denotes or hints at the
pronunciation. Some of these compound symbols can be used for their phonetic value alone,
without regard for their meaning.

Examples include Chinese, Japanese Kana, and Ancient Egyptian.

3.1.1 Sequences of familiar characters

When a writing system breaks the representation of a word into smaller components (e.g., alphabetic, phone-
mic, or syllabic), readers learn not only the visual form of the characters, but also implicitly learn the like-
lihood of encountering particular character sequences. For instance, readers of English would expect the
lettert to be followed byh and would be surprised to see it followed @y Information on frequency of
occurrence of letter sequences in different languages is sufficiently reliable that it is used by cryptographers
to help break codé$!®! by OCR software for correcting errors in scanned text, and by mobile phones for
predictive text entry.

The frequency of occurrence of particular letter sequences varies between different languages. It will
depend on how letter sequences are mapped to phonemes and the frequency of the different phonemesesed
in the spoken form of a language.

In his famous papeA Mathematical Theory of Communicati8hannof’8l gave the following example
of letter sequences that successively approximated English.

» Zero-order approximation (symbols independent and equiprobable): XFOML RXKHRJFFJUJ ZLP-
WCFWKCYJ FFJEYVKCQSGHYD QPAAMKBZAACIBZLHJIQD.

« First-order approximation (symbols independent but with frequencies of English text): OCRO HLI
RGWR NMIELWIS EU LL NBNESEBYA TH EElI ALHENHTTPA OOBTTVA NAH BRL.

« Second-order approximation (digram structure of English): ON IE ANTSOUTINYS ARE T INC-
TORE ST BE S DEAMY ACHIN D ILONASIVE TUCOOWE AT TEASONARE FUSO TIZIN
ANDY TOBE SEACE CTISBE.

* Third-order approximation (trigram structure of English): IN NO IST LAT WHEY CRATICT FROURE
BIRS GROCID PONDENOME OF DEMONSTURES OF THE REPTAGIN IS REGOACTIONA OF
CRE.

The entropy of English has been estimated as 1.75 bits per ch&%tter random selection from 26
letters or space would have an entropy of 4.75 bits per character). It is this predictability, coupled with a
reader’s knowledge of it, built up through years of practice, that enables people to process words from their
first language much more quickly than words from an unfamiliar language. However, a reader’s rate of
information extraction does not increase; they simply learn to take account of the redundancy preseﬁ?ﬁggéﬁhe
input.

Information on common letter sequences has been used in models of reader eye movements amd typing

typing mis-
performance. takes
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Many of the top 12 languages (see Table 787.3) use letters from the invariant Latin character set (with
the exception of English, they also include a few additional characters). Because these languages each us
slightly different sets of phonemes and use different letters sequences to represent them, letter sequenc
that are common in one language may be rare in another.

If an identifier spelling contains a word belonging to some natural language, readers unfamiliar with
that language may break the character sequence up into different letter sequences than the original auth
did. The letter sequences may be shorter, possibly a single letter. Some of the issues involved in a reader’
handling of unknown character sequences, nonwords, is discussed elsewhere.

3.1.2 Sequences of unfamiliar characters
Developers do not need to know anything about any human language, expressed using a particular writing
system, to comprehend source code containing instances of that writing system. To comprehend sourc
code readers need to be able to

» deduce when two identifiers have the same, or different, spellings. This same/different task only
requires the ability to visually compare two identifiers.

* store arepresentation of some previously seen identifiers (those considered worth remembering). Thi:
task requires a mapping from the visual form of the identifier to some internal, in the developer’s mind,
representation.

How do readers perform when presented with an unfamiliar writing system (e.g., written using universal
character names)?

A study by Brook8?! investigated subject’s performance in identifying character sequences built from
characters they were unfamiliar with— for instan@&,(11(). One group of subjects was first taught a
character-to-letter mappindgI&N, )(=E, I1=-A, ()=P), while the other group was not. Both groups of
subjects were asked to learn associations between a number of character sequences and a correspond
spoken response. The spoken form of each character sequence corresponded to the English pronunciati
of the word formed by mapping the characters to the letters (which only one group of subjects had been
taught). Subject’s performance (time taken to speak all character sequences, presented to them in a rando
order, they had learned) was measured. The results showed an initial performance advantage for subjec
using purely visual recognition (they had not been taught a mapping to letters). The performance of both
groups of subjects improved with practice. However, given sufficient practice, the performance of subjects
who had learned the character to letter mapping exceeded that of subjects who had not learned it. The
amount of practice needed seemed to depend on the number of character sequences that had to be learr
and their visual form.

A study by Muter and JohH8Y asked subjects (native speakers of English) to learn to identify either a
set of logographs (Chinese characters) or words written in an unfamiliar alphabetic code (Devanagari— the
written form of Hindi). As expected subjects reaction time and error rates improved with practice. However,
the initial performance with logographs was significantly better than alphabetic codes (see Figure 787.8).

The result of this and other character learning studies shows that people relatively quickly achieve high
proficiency. However, previous experience with an alphabetic character set would not seem to confer any
advantage during the initial learning phrase of a new set of alphabetic characters.

3.2 Sound system

The sounds used by individual natural languages do not use all possible combinations that the human voce
tract is capable of producirigf! While there may be thousands of possibilities, a particular language usually
uses less than a hundred (English uses approximately 44, depending on regional accent).

The phonemads the minimal segment of sound that distinguishes one word from another word. These
are generally divided into vowels (open sounds, where there are no obstructions to the flow of air from the
mouth; known languages contain from 2 to 25 vowels) and consonants (created by some form of obstructior
to the passage of air through the speech tract; known languages contain between 5 and more than 10
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Figure 787.8:Improvement in word-recognition performance with number of sessions (most sessions consisted of 16 blocks of
16 trials). Adapted from Muter and Johi3s!!

consonants). Hawaiian contains 12 phonemes, while !Xu (spoken near the Kalahari desert in Southern
Africa) has as many as 141. The most commonly encountered vowels, in different languaggseare/,

/ol, lul, and the most commonly encountered constantgpdrék/, /t/. The vowel/a/ is believed to be the

only phoneme that occurs in all languages.

An allophoneis a phonetically distinct variant of a phoneme. The position of a phoneme within a word
can cause it to be pronounced slightly differently; for instance/tthreounds irhit andtip are allophones.

Some languages do not distinguish between different pairs of phonemes; for instance, Japanéke treats
and/r/ as being the same phoneme, but different allophones.

Languages contain regularities in the ordering of phonemes. For instance, English words tend to follow
a CVC structure (Consonant Vowel Consonant), and even within this structure certain patterns are heard
much more frequently than othété

The next higher-level unit of speech above a segment is knownsaprasegmental The particular syllable
suprasegmental of interest to these coding guidelines is the syllaldgllable consists of three parts: (1)
theonset (2) thepeakor nucleus and (3) thecodg for instance, for the syllablenan/ /m/ is the onsetja/
the peak, an¢h/ the coda. A definition of syllable that readers might be familiar with is that of a consonant
followed by a vowel (CV); however, this definition cannot be used to syllabify the structure CVCCV—is it
CV-CCV or CVC-CV.

English syllables can have zero to three consonants before the vowel and zero to four consonants after
the vowel. There has been relatively little research on automatically deducing how to divide a word into its
component syllablel$38] Kessler and Treimah'? investigated the structure of English syllables and found
a correlation between a vowel and its following consonant. However, the correlation between a consonant
and its following vowel was significantly lower, meaning the start of an English syllable is more informative
(distinctive) than its ending.

The same syllables can be spoken at various levels of intensity. Varying the intensity, when speaking,
enables certain parts of what is being said testressed A languages stress pattern is of interest to these
coding guidelines because it can affect how words are abbreviated. Different languages stress {8 re
different ways. The difference between stressed and unstressed syllables in[Efigksireater than most
other languages and it is common for the odd-numbered syllables to be stressed, with the first receiving the
most stress (in prefixed words the primary stress usually falls on the first syllable of tF&lyobhe same
word may be stressed differently in different languages: En@RBAMmar(from the FrenclgramMAIREB
andCHOColate(from the SpanisichocoLAtg. morpheme

Themorphemas the smallest grammatical unit of speech. There are two basic typesna morpheme
is defined in terms of how it is attached to the other form,fthe morphemeThe most common bound
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morphemes are prefixes and suffixes (e and-ed, see Hawkins and Gilligat?® for a discussion of
morphology prefixing and suffixing universals).

The termmorphologyrefers to the study of word structure and formation— the syntax of words. Fiéla
discusses the morphology of the world’s languages from the perspective of information retrieval'®Bauer
and Selkirl®"®! discuss English word formation.

With the exception of logographic writing systems, there is some degree of correspondence between the

speling  written and spoken form of a word (spelling is discussed elsewhere). Although C source is not designed to
be a spoken language, many developers create a spoken form for it. The norms for this spoken form are
most noticeable when they are broken (e.g., self-taught C programmers do not always have the opportunit)
to listen to C being spoken and invent their own pronunciations for some operators).

3.2.1 Speech errors
Cutlef® provides a review of speech error data. A systematic, cross-linguistic examination of speech errors
in English, Hindi, Japanese, Spanish, and Turkish by Wells-JEA8éound (reformatting a quote from her
paper):

¢ Languages are equally compleXo overall differences were found in the numbers of errors made by
speakers of the five languages in the study. This supports the basic assumption that no language i
more difficult than any other.

¢ Languages are processed in similar walféfteen English-based generalizations about language pro-
duction were tested to see to what extent they would hold true across languages. It was found that
to a large degree, languages follow similar patterns. For example, all of the languages exhibited the
same pattern of semantically-based errors in open-class words, and all exhibited more errors with in-
flectional than derivational affixes. It was found, however, that the relative numbers of phonological
anticipations and perseverations in other languages did not follow the English pattern.

» Languages differ in that speech errors tend to cluster around loci of complexity within éach.
guages such as Turkish and Spanish, which have more inflectional morphology, exhibit more errors
involving inflected forms, while languages such as Japanese, with rich systems of closed-class forms
tend to have more errors involving closed-class items.

%“:53%3?0 sound 3.2.2 Mapping character sequences to sounds
Word recog- |t is believed that there are two possible routes by which readers convert character sequences to sound, (
mototo o memory lookup, a direct mapping from the character sequence to sound; and (2) grapheme-to-phonem
conversion. Irregularly spelled words have to use the first route; for instance, the phrase “pint of water”
does not contain any words that rhyme witint A study by Monsell, Patterson, Graham, Hughes, and
Milroy 2] asked subjects to name lists of words, nonwords, or a mixture of both. The results showed
that when nonword lists contained a few words, subjects tended to regularize (use the second route) the
pronunciation of the words (the error rate was double that for lists containing words only).
A study by Andrews and Scarréttinvestigated how people pronounce nonwords. For instance, would
subjects pronoungead using the regular grapheme-to-phoneme correspondence heashthor would
they use the irregular form heard fead? The results showed that 90% of pronunciations followed regu-
lar grapheme-to-phoneme rules. This is not to say that the pronunciations used for a particular word were
always unique. In 63% of cases a nonword received one or two pronunciations, while 9.7% of nonwords
, received more than four different pronunciations. There seemed to be a common factor for nonwords where
neigh- 787 . .. . . .
borhood  @n irregular pronunciation was used; these nonwords did not have any regular word-body nglghbors. This
latter result suggests that perhaps speakers do not use grapheme-to-phoneme rules to build the pronun
ations used for nonwords, but rather base it on the pronunciation of words they know that have similar
spellings.
A study by Gibson, Pick, Osser, and HammB#d found that significantly more different pronunciations
were used by subjects for letter sequences having a first-order approximation to English than letter sequence
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having a higher-order approximation. Deshmi@i#hdiscusses using maximum likelihood estimators to
generate (potentially) multiple pronunciations, each with an associated likelihood probability.

Text-to-speech conversion is a very active research area with a growing number of commercial appli-
cations. To obtain high-quality output most systems rely on a dictionary of word-to-sound mappings. A
number of rule-based algorithms have been proposed for converting letter sequences (graphemes) to sounds
(phonemes).

Early work on creating a grapheme-to-phoneme mapping for a language involved a great deal of manual
processing. For instance, Berndt, Reggia, and Mitdftimanually analyzed 17,310 words to derive prob-
abilities for grapheme-to-phoneme mapping of English. Automating this process has obvious advantages.
Daelemans and van den Bo¥8hcreated a language-independent conversion process that takes a set of
examples (words and their corresponding phonetic representation) and automatically creates the grapheme-
to-phoneme mapping. More recent research, for instance Pagel, Lenzo, and8lduks attempted to
handle out of vocabulary words (i.e., not in the training set); however, the quality of the conversion varies
significantly. An evaluation of publicly available algorith®i¥, using a 16,280 word dictionary, found
correct conversion rates of between 25.7% and 7178%.

Divay and Vitalé®® provide a discussion of recent algorithms for grapheme—phoneme conversion of
English and French, while Peereman and Cofft®hprovide quantitative information on the regularity of
the mapping between orthography and phonology in English and French.

A category of letter sequences that often does not have the characteristics of words are people’s names,
particularly surnames. Correct pronunciation of people names is important in many applications and algo-
rithms have been designed to specifically handle them. What can be learned from attempts to convert the
written form of people’s names to sound? A comparison of eight name-pronunciation d{&te(tveo of
which were human) found that acceptable (400-name test set, as judged by a panel of 14 listeners) perfor-
mance varied from 78% to 98% for high-frequency names to 52% to 96% for very low-frequency names.
Many of the systems tested included a pronunciation dictionary of several thousand to handle common
cases and to help supplement the rules used (a collegiate-level English dictionary usually lists approxi-
mately 250,000 words). A list of unique surnames (in the USA) contains more than 1.5 million entries. To
cover 50% of the surnames in the USA requires 2,300 names, while 50% of ordinary words can be covered
in 141 words).

Vitalel3?4! and Llitjod?°® found that by taking into account the language of origin of proper names (sta-
tistical properties of the letter sequences in a name have been found to be a good indicator of its language
of origin) it was possible to improve the accuracy of the phoneme transcription.

The Soundex algorith#? is often mentioned in introductory textbooks, which discuss sounds-like.
This algorithm converts a word to a code consisting of the first letter of the word followed by up to three
digits (obtained by looking up a value between zero and seven for subsequent letters). This algorithm has
been used in a number of applications wheseands-likecapability is needed. Its very simplistic approach
delivers results better than might be expected (a 33% success rate, with a 25% failure rate has been found
for surnamel8’).

3.3 Words
Words do not exist in isolation; they belong to one or more human languages. Until relatively recently
people experienced words in spoken form only. A number of stit@fesave found significant differences
between spoken and written language usage. Because of the relatively high cost of analyzing spoken words
compared to analyzing (invariably automated, using computers) written words, there has been significantly
more published research on the written form. Source code is a written language and the studies quoted in
this coding guideline section have primarily been of written text.

Many languages allow new words to be created by joining togetberpoundingexisting words. Other
techniques used to create words inclymtefixation (sleep= asleep war = miniwar) and suffixation

787.7Some researchers quote phoneme-conversion accuracy on a per letter-basis, while others use a per phoneme basis. A 90% per
letter conversion accuracy equates @8 = 53% word-conversion accuracy (for a six-letter word).
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(kitchen=- kitchenettesea=- seascape

In agglutinative languages, such as Japanese, the definition of a word is not always clear-cut. Words
can be built up, like beads-on-a-string, using a series of affixes twdtevord (the word that appears in
a dictionary). There may also be letter changes at morpheme for phonetic reasons. For iff§tahee,
Turkish root worduygar, meaning civilized, might have suffixes added to build the single word (translated
as “(behaving) as if you were one of those whom we not be able to civilize”, written with the components
separated by + rather being immediately adjacent):

uygar+las+tir+ama+yabil+ecek+ler+imiz+den+mis+siniz+cesine

Part of the process of learning a language is producing and understanding compound words. The rule:
used and the interpretation given varies across languages. A study by Béliamegstigated the problems
French students have in forming English compound words. He found that students made a number of
different mistakes: used more than two terms, used incorrect affixes, pluralized the first word, or applied the
French rules. For instance, when asked the word for “a dog which hunts birds”, answers irdigdeicd
andbird-dog-hunting A later project by Boucher, Danna, and Sébi#tproduced an intelligent tutoring
system to teach students how to form English compound words.

While there might be general agreement on the pattern of usage of common compound words and phrase
there can be significant variation for rarer combinations. Technical terms often show variation between
disciplines. One studf?! found 15 different forms of the terfEpithelial cell

The formation of compound words in English is discussed in more detail elsewhere.

3.3.1 Common and rare word characteristics

Are there any differences in the characteristics of common and rare words?

An often-quoted study?¥ investigated whether there were any differences in characteristics between
high- and low-frequency English words (apart from their frequency of occurrence). The analysis suggested
that differences existed; however, the analysis used four-letter words only, and words at the two frequency
extremes. A later study by Frauenfelder, Baayen, Hellwig, and Schi&ttperformed a more extensive
analysis, for English and Dutch, using words containing between three and eight characters, with a range o
frequencies.

Several of the Landauer et al. results (e.g., neighborhood density is higher for high-frequency words) were
replicated for the case of four-letter English words. However, their findings did not hold across all word
lengths. The results, for Dutch words, showed a weak but significant correlation between neighborhood
density and word frequency. Although other differences were found (both for English and Dutch words),
the authors were not able to find any significant word-frequency effects that applied across more than a few
words lengths.

A study by Howes and Solom8#? found that the time taken to identify a word was approximately a
linear function of the log of its relative frequency (the 75 most common words in the Thorndike—Lorge word
counts were used).

3.3.2 Word order

Identifier names are sometimes built up from a sequence of words corresponding to a phrase or short sel
tence in a natural language familiar to the developer. Given a developer’s natural language experience, th
order of these words is likely to be the one that has semantic meaning in that language.

A few natural languages permit arbitrary word order, but in most cases the order used will have a semantic
significance in the language used. For instance, the English sentence “Tanya killed Masha” has a differen
meaning than “Masha killed Tanya”, while the words in the equivalent Russian sentence “Tanja tiila Ma
could appear in any of the six permutations of the three words and still be a grammatically valid sentence
with the same meaning. (However, the order SVO is the most frequently used in Russian; other language:
having free word order also tend to have a frequently used order.)
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The three principle components of a natural language sentence arbjdiog subject andverb. While
the order in which these three components occur can vary within a single language, most languages have a
preferred order (the frequency with which different orders occur within a particular language will depend
on whether it uses a pragmatic word ordetepic-prominentsuch as in Chinese and Japanese— or uses a
grammatical word order —subject-prominensuch as in English and Spanish). Much of the material in this
subsection is derived froimanguage Universals and Linguistic Typoldgy Bernard Comrié®

Table 787.7:Known number of languages commonly using a particular word order. Based on G¥rie.

Common order Languages Example

None no figures  Sanscrit

Sov 180  Turkish “Hansan 6koz-i ald.” = “Hassan ox bought”

SVO 168  English “The farmer killed the duckling”

VSO 37  Welsh “Lladdodd y ddraig y dyn” = “killed the dragon the man”

VOS 12 Malagasy “Nahita ny mpianatra ny vehivavy” = “saw the student the woman”
ovs 5 Hixkaryana “Toto yahosi-ye kamara” = “man it-grabbed-him jaguar”

osv 2 Apurind none available

There are three other major word-order parameters, plus many minor ones. The following are the major
ones:

< Within a sentence a noun may be modified by an adjective (becomimaua phrasg The two
possible word orderings are AN (English “the green table”) and NA (French “le tapis xzefthe
carpet green”). Languages that use the order NA are more tolerant of exceptions to the rule than those
using the order AN.

< A noun phrase may also contain a possessive (the technical tgentisg. The two possible word
orderings are GN (Turkish “kad-tn cavi§-u” = “woman chicken-her”) and NG (French “la plume
de ma tante’= “the pen of my aunt”). English uses both forms of possessive (the Saxon genitive
“the man’s hat” and the Norman genitive “the roof of the house”). Although the Norman genitive is
the more frequent, it is not possible to specify that it is the basic order.

* A language may contain prepositions, Pr (English “in the house”), or postpositions, Po (Turkish
“adam i¢in”= "man for the”).

There are 24 possible combinations of object/subject/verb, noun/adjective, noun/genitive, and preposition/postpo
that can occur in languages. However, empirical data on existent languages shows the following common
patterns:

* VSO/Pr/ING/NA
* SVO/PrING/NA
* SOV/Po/GN/AN
* SOV/Po/GN/NA

As well as using an order for different kinds of words, speakers also preferentially order the same kinds of
words; for instance, the relative order in which adjectives occur. word order

adjectives

3.4 Concepts Clgﬁggfgg
The extent to which the language used by a person influences their thought processes has been hotly debated

over the centuries; more recently researchers have started to investigate how thought processes influence
language use (see LU&P! for a detailed history). The proposal that language does influence thought is
commonly known as th&apir-Whorf or Whorfianhypothesis. Some people hold what is known as the
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white green pflrp ¢
pink
< red < < blue < brown
orange
black yellow

grey

Figure 787.9: The original Berlin and Ka§?l language color hierarchy. The presence of any color term in a language, implies
the existence, in that language, of all terms to its left. Papuan Dani has two terms (black and white), while Russian has eleven.
(Russian may also be an exception in that it has two terms for blue.)

strong language-basedew, believing that the language used does influence its speakers’ conceptualiza-
tion process. People holding the so-calledak language-basedew believe that linguistic influences
occur in some cases. Thenguage-as-strategyiew holds that language affects speakers performance by
constraining what can be said succinctly with the set of available words (a speed/accuracy trade-off, approx
imating what needs to be communicated in a brief sentence rather than using a longer sentence to be mol
accurate}ts]

3.4.1 Metaphor
A data structure containing information about a politician’s past record might include information about
elections for which they have been a candidate. In the US politiciam$or office, while in Spain and
France theywalk, and in Britain theystandfor office. These are metaphors, and developers are likely to
make use of them in the naming of identifiers (ergn_for, is_standing).

Concepts involving time are often expressed using a spatial metaphor. These metaphors take two forms-
one in which time is stationary and we move through it (e.g., “we're approaching the end of the year”); in
the other case, we are stationary and time moves toward us (e.g., “the time for action has arrived”).

A study by Boroditski?®! investigated subject’s selection of either the ego-moving or the time-moving
frame of reference. Subjects first answered a questionnaire dealing with symmetrical objects moving to the
left or to the right. The questions were intended to prime either an ego-moving or object-moving perspective.
Subjects then read an ambiguous temporal sentence (e.g., “Next Wednesday’s meeting has been move
forward two days”). The results found that 71.3 subjects responded in a prime-consistent manner. Of the
subjects primed with the ego-moving frame, 73.3% thought the meeting was on Friday and 26.7% thought
it was on Monday. Subjects primed with the object-moving frame showed the reverse bias (30.8% and
69.2%).

For a readable introduction to metaphors in everyday English see Lakoff and Jé&t¥#son.

3.4.2 Categories
Studies of color categorization provide a good example of the interaction between how peoples bodies work
(in this case the eye), the category members supported by a language (in this case the different basic colc
terms), and human perception (see Hardin and M#&fffor an up-to-date discussion).

It was once thought that, across languages, color categories were arbitrary (i.e., the color terms usec
by different languages divided up the visible spectrum differently). In a now-classic study of 98 languages
Berlin and Kay?? isolated what they called thmsic color termsWhile the boundaries between color terms
varied, the visual appearance of the basic color terms was very similar across languages (color matching ha
been found to be driven by physiological factors in the eye). They also found that the number and kind of
basic color terms in languages followed a consistent pattern (see Figure 787.9).

A survey of empirical behavioral and linguistic uses of color term studies by Corbett and Baviesd
(languages studied included English, Russian, Japanese, French, Hebrew, and Spanish) that:

 time taken to name a color was faster for the basic color terms;
» when asked to name a color, the basic color terms were usually listed first;
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« the rank frequency of basic color terms in text matched that predicted by Berlin and Kay (more
occurrences of the more basic color terms).

English is theworld languageof business (and software development) and a study of Japanese by Stan-
lawt?®1] found that English color loan words were supplanting the native ones (in an inverse order to the
Berlin and Kay sequence).

35 English E\%)Iri(sjﬁ
Languages have evolved complex processes for expressing subtle ideas. Although these processes may be
obvious to native speakers, they tend to be unappreciated by inexperienced non-native speakers. This sub-
section uses English as an example for a discussion of some of the complexities of a human language. For
a detailed discussion of English word formation, see B&tar Selkirk27® BaueF'® discusses interna-
tional varieties of English, as used by native speakers. PfRgprovides a readable discussion of word
rules, taking as his subject regular and irregular verbs.
Many of the points covered in the following subsections will be familiar to those developers who speak
English as a native language (although in some cases this knowledge will be implicit). The intent is tﬁ‘gﬁ%\ﬁ?m'
to these developers the complexities of the language constructs they take for granted. Knowledge of, and
practice using, these complexities takes many years of practice. Native speakers adquiregtwhile
growing up, while many non-native speakers never acquire it.
Analysis of the properties of English words suggest that they are optimized for recognition, based onEengiish
their spoken form, using their initial phonenf&%276.319] optimized for
Technically, the termsonsonantindvowelrefer to spoken sounds— phonemes. In the written forns-ofioneme
English individual letters are not unambiguously one or the other. However, the ketéerso, andu often
represent vowel sounds. In some contgxtspresents a vowel (e.quylon) and in some contextsdoes not
represent a vowel (e.gquick).

3.5.1 Compound words compound word
The largest group of compounds is formed using two nouns; noun+aostone wall, rainbow. (A study of
technical terms in a medical datab&3eound that 80% of unique multiword terms involved two nouns; see
Costelld’® for a computational model.) Other compound forms include: verb+reukilljoy, spoilsport
noun+verb= homemaderainfall; adjective/adverb+nours> quick-frozen nearsighted(see Costell@”]
for a computational model); preposition+nognoverload underdog preposition+verl= underestimate
overstepverb+particle=- makeupbreakdown

The creation and use of noun+noun compounds has been the subject of a number of studies. These
studies have looked for restrictions that English speakers might place on permissible combinations (hone
found by Downiné?®l) and the attributes associated with the individual words used to form the meaning of
the new word.

A noun+noun combination has two parts in English. The first word acting as the modifier concept, while
the second word is the head concept. Suveys! have found the main kinds of combinations that occur
are:

« conjunctivewhere concepts from both words are combined; for instgretehirdis a bird that is also
a pet. These have been found to occur in less than 10% of compounds.

 property, where a property is transferred from one of the concepts to the other; for instance, an
elephant fishis a big fish. Like relational interpretations, these have been found to occur between
30% to 70% of the time. The frequency of property combinations has been found to increase if
the concepts are similar to each othé?! For a study comparing the different theories of property
combinations, see Costeli§!

« relational, where a relation exists between two concepts; for instancapartiment dogs a small
dog that lives in city apartments. These have been found to be occur 30% to 70% of the time.
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Figure 787.10:Number ofcomponentsf an identifier (where a component is defined as a character sequence delimited by one
or more underscore charactersthe start of the identifier, or its ending, e.g., the identifieg_blk_proboscis is considered
to contain three components, one of which is a word). A word is defined by the contentsieptid 65,000 word list (this
means, for instance, that the character sequence proboscis is not considered to be a word). Based on the visible ferm of the

files.

Words used to form an identifier might be a noun phrase rather than a compounded word. In this case worc
order differences may exist among dialects of English; for instance, British EnglistRigssThames

while American English usddudson River

3.5.2 Indicating time

Tenseis the linguistic term given to the way languages express time. In English tense is expressed using a
verb and is divided into three zones: past, present, and future (see Table 787.8). Not all languages providt
an explicit method of denoting the three tenses available in English; for instance, Japanese and Russian ha

no future tense.

Table 787.8:The 12tensef English (actually three tenses and four aspects). Adapted from Celce-Nfdtcia.

Simple Perfect Progressive Perfect progressive
Present write/writes  has/have written ~ aml/is/are writing has/have been writing
walk/walks has/have walked am-is/are walking  has/have been walking
Past wrote had written was/were writing had been writing
walked had walked was/were walking  had been walking
Future will write will have written will be writing will have been writing
will walk will have walked  will be walking will have been walking

Time concepts that can be expressed in some other languages include distinctions between now verst
not now and approximate versus not approximate.

English 3.5.3 Negation

negation

following examples are from Celce-Murdig!

happy = unhappy
appropriate = inappropriate
possible = impossible
logical = illogical
relevant =- irrelevant
ordered = disordered
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The meaning of adjectives and adverbs can be inverted by adding a prefix (or sometimes a suffix). The
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typical = atypical
life = lifeless
sense =- nonsense
body =- nobody
like = dislike

un- does not always indicate negativity; sometimes it indicates reversal yewgrap unfastei. There
are also words that do not follow this pattern (eigflammableandflammablehave the same meaning).

A noun can be negated by either addimon- or creating a non-phrase; for instane#ternative=- no
alternativeandsugar=- sugar free

English also has two word forms that can be used to form a negation (i.e., not-negation and no-negation).
Use of negation is much more common in speech that writtef¥e§donversation is interactive and speak-
ers have the opportunity to agree or disagree with each other, while written material usually represents the
views of a single person). Studies of English grammar U$ddeave found that no-negation can be re-
placed with not-negation approximately 80% of the time (replacement in the other direction is possible in
approximately 30% of cases), and that use of not-negation is several times more common than no-negation.

The use of negation in C expressions is discussed elsewhere. !

i)perand type
3.5.4 Articles

The English articles arelefinite(e.g.,thein “the book” would normally be taken to refer to a specific book),
indefinite(e.g.,a/an in “a book” does not refer to a specific book; the unstressmdeis used for plural
forms), and use of no article at all.

Most Asian and Slavic languages, as well as many African languages have no articles, they use article-
like morphemes, or word order to specify the same information (e.g., the topic coming first to signal new
information).

Experience shows that inexperienced users of English, whose native language does not have articles
(e.g., Russian), have problems using the appropriate article. For instance, saying “have you book?” rather
than“have you the book?” or “do you have a book?”.

3.5.5 Adjective order word order

dject
In English adjectives precede the noun they modify. This is not always true in other languages. For instanée’?c ves

in French adjectives relating to age, size, and evaluation precede the noun, while adjectives referring to
color or origin follow it:

une grande voiture jaune
(big) (car) (yellow)

une vielle femme Italienne
(old) (woman) (Italian)

Although it is rare for more than two adjectives to modify the same noun, the relative position of many of
them has been found to have a consistent ordering. S¥¥kased responses from 30 subjects to deduce a
probability for the relative ordering of certain kinds of adjectives (see Table 787.9).

Table 787.9: Probability of an adjective occurring at a particular position relative to other adjectives. Adapted from Celce-
Murcia 4

determiner option size shape condition age color origin noun

0.80 0.97 0.66 0.79 085 077 1.0
an ugly big round  chipped old blue French  vase

3.5.6 Determine order in houn phrases
Within a noun phrase, determiners follow a general order; for instance:
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(5) manner (point on scale) (5) means
(4) area=——(1) point in space —(2) point in time (4) area=——(1) spatial enclosure —(2) time-span
| |
(3) state (6) circumstance (3) state as enclosure
|
(7) cause (6) circumstance as state
AT IN

(7) cause as state

Figure 787.11: Examples, usingdt” and “in” of extensions of prepositions from physical to mental space. Adapted from
Dirven[®1

pre core post

All our many hopes .
core post post

These next two weeks .

Table 787.10:Subcategories of determiners. Adapted from Celce-Mut#ia.

Predeterminers Core determiners Post determiners
qualifiers: all, both, half, etc. articles: a, an, the, etc. cardinal numbers: one, two, etc.
fractions: such a, what a, etc. possessives: my, our, etc. ordinal numbers: first, second, etc.
multipliers: double, twice, three demonstratives: this, that, etc. general ordinals: next, last, another, etc.
times, etc.

quantifiers: some, any, no, each, quantifiers: many, much, (a) few (a) little,

every, either, neither, enough, etc. several, more, less most, least, etc.
phrasal quantifiers: a great deal, of, a lot
of, a good number of, etc.

Like adjective order, speakers of English as a second language often have problems using the appropriat
determiner in the correct word order.

3.5.7 Prepositions
Prepositions are used to show role relationships. In some languages (e.g., Japanese) prepositions appe
after the noun, in which case they are calfmubtpositions The same task is performed in some other
languages (e.g., German, Russian) through the use of inflections.

A single preposition can express a wide range of relationships (it said polipsemous for instance,
the networks in Figure 787.11 highlight the relationships between the following phrases:

. Point in space: dt the station”, or spatial enclosurein“the station”

. Point in time: ‘at six o’clock”, time-span: In one hour”

State: ‘at work”, or “in search of”

Area: “goodat guessing”, or “richin coal’

. Manner: ‘at full speed”, or ‘in a loud voice”

. Circumstance: dt these words (he left)”, or “she noddadagreement”
7. Cause: “laughat”, or “revel in”

o g A wWN P

Tyler and Evan$® give a detailed analysis of the range of meanings associated with spatial particles and
provide a detailed analysis of the wootter.?1? Allenl? gives a temporal algebra that can be used to
describe intervals of time.
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3.5.8 Spelling English spelling
English spelling has many rules and exceptions. Proposals to regularize, or simplify, the spelling of English
have more than 200 years of histé#¥?] Experienced writers have learned to apply many of these rules
and exceptions. For instance, the lettés required after certain lettergiye freez, or it may modify the
pronunciation fhatvs. mate notvs. noté, or help to indicate that a word is not plurgléase raise), or it
can indicate a French or Latin origin of a wordlfle -age.

A study by Venezk{#?®! of the 20,000 most frequent words led him to createdeigen principles of
English orthographycovering the correspondence from writing to sounds.

1. Variation is tolerated. Words can have alternate spellings, either across dialects (Amédraraor
versus Britisthonour) or within a single communityjgdgmentvs. judgement

2. Letter distribution is capriciously limitedOnly a few of the letter combinations that are possible are
permitted. For instance, doubling is prohibited for the letters a, i, h, v, z (there are a few exceptions
like skivvy).

3. Letters represent sounds and mark graphemic, phonological and morphemic features.

4. Etymology is honoredThat is, spelling relates to the history of English. For instance, a word that
was borrowed early from French will have/t&/ correspondence farh (e.g., chief), while a word
that was borrowed from French at a later period will hayB/aorrespondence (e.ghef).

5. Regularity is based on more than phonoloByr instance, there is the so-calldulee letter rule All
one- or two-letter words are function worés2 (e.g.,I, by, to, an, noetc.), while content words have
three or more letters (e.gye bye two, Ann, know).

6. Visual identity of meaningful word parts takes precedence over letter-sdiwedclaims that English
spelling is illogical are often based on the idea that spelling should correspond to speech sounds.
However, English spelling attempts to represent the underlying word forms (stripped of features at-
tached to them by phonological rules), not represent sounds. English uses a lexical spelling system:
one spelling, one morpheme, whatever the permutations of pronunciation; for instapicapboard
critic/criticise, like/liked/likes sign'signature

7. English orthography facilitates word recognitidor the initiated speaker of the language rather than
being a phonetic alphabet for the non-speaker.

In English the pronunciation of a particular sequence of letters can depend on their position in the word. For
instance, the letter sequengieoti could be pronounced dish (gh as incough o as inwomen andti as in
natior).”879
When experienced English speakers are asked to spell spoken words, they are sensitive to the context
in which the vowels occuf!!l the position of the phoneme within the wdf¢f! and other idiosyncratic
factors.
3.6 English as a second language identifier

English as sec-
English is not only thevorld languageof business, but also of software development. Information encodedd language

in an identifier’s spelling can only be extracted by readers if they are familiar with the English grammar,
or English words, that it makes use of. Developers writing source that will include a non-native speaker
of English readership might want to consider the benefits of restricting their usage of English to constructs
likely to be familiar to this audience.

Even in those cases where developers appear to have near-native English-speaking ability there may
be significant differences in their grammar usége Grammar plays a role in identifier spelling because,

787.8There are some rarely used words that are exceptions to this ruledx.axa US and old English spelling afke) and specialist
words such agl.
787.9George Bernard Shaw’s original observation referred to the possible spelling of the/§siihd
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Figure 787.12: A learners independent languageanrterlanguage This language changes as learners go through the various
stages of learning a new language. It represents the rules and structures invented by learners, which are influenced by what they
already know, as they acquire knowledge and proficiency in a new language.

in English, words may have forms that reflect their grammatical role within a sentence. The learning of
grammatical morphemes (e.ging, -s) has been found to occur (in children and adults) in a predictable
sequencé?® The following list is based on Codf®! who also provides a good introduction to the linguistic
factors involved in second-language teaching:

plural-s(e.g., “Girls go”)

progressiveing in present continuous form (e.g., “Girls going”)

copula forms obe(e.g., “Girls are here”)

auxiliary form ofbe(e.g., “Girls are going”)

definite and indefinite articles-theanda (e.g., “The girls go” or “A girl go”)

irregular past tense (i.e., verbs that do not have the fedp— (e.g., “The girls went”)

third persons (e.g., “The girl goes”)

© N o g b~ w DN

possessive (e.g., “The girl's book”)

The ordering of this sequence does not imply an order of difficulty in learning to use a construct.Sflidies
have found some significant variation in the ease with which learners acquire competence in the use of thes
constructs.

How many words does a speaker of English as a second language need to know? English contains (pe
Webster’s Third International Dictionarythe largest dictionary not based on historical principles) around
54,000 word familiesdxcited excites exciting andexcitementre all part of the word family having the
headwordexcitd. A variety of studie€33! have shown that a few thousand word families account for more
than 90% of words encountered in newspapers and popular books. A variety of basic wéttflistsed
on frequency of occurrence in everyday situations, have been created for people learning English. All
application domains have their own terminology and aogeptable usést of words will need to include
these.

Non-native speaker’s ability to extract information from identifiers created by native speakers may cur-
rently be the primary commercial developer language concern. However, the amount of source written (and
therefore identifiers created) by non-native speakers continues to grow. The importance of native speaker:
and speakers having a different first language to the original developer, to extract information from identi-
fiers created by non-native speakers will grow as the volume of code increases. Handling different develope!
interlanguage8®! (see Figure 787.12) is likely to be difficult.

There are lower-level reading issues associated with developers who have English as a second languag
including (see HensBf! for a survey of research on language-specific thoughts about bilinguals, and Carlo
and Sylvestét”! for research on second-language reading):

« A study by van Heuven, Dijkstra, and Grain§éf! found that the orthographic neighborhood of both
languages affected the performance of bilinguals.
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« A study by Ziegler, Perry, Jacobs, and BrEgf investigated how identical words and nonwords (in
some cases there were minor spelling differences) were read in English and German. They found
that body neighborhood had a larger impact on naming time in English than German. The error
rates were consistent across the various conditions tested at 1.8% and 3.7% for English and German,
respectively.

« A study by Malt and Slomd#ttl asked second language users of English to name household objects
(e.g., bottles, jars, plates, and bowls). They found that the names given by subjects did not fit the
categorization patterns of native English speakers (subject performance was found to depend on the
number of years of experience using English in a non-classroom setting). In the same way that the
name applied to an object, by a native speaker, can depend on the context in which it occurs, tii&iars,,

cultural differences that affect the name given for an object. ernaming
4 Memorability identifier
memorability

An overview of human memory was given in Sentence 1. To summarize, short-term memory is prmggjsy
sound-based (some studies have found a semantic component), while long-term memory is on semantics-
based (meaning§’°

This section discusses specific issues, those relating to identifiers, in more depth. In this coding guideline
section memorability refers to the different ways developers recall information associated with an identifier
in the source code. The kinds of information and their associations include:

» The spelling of one or more identifiers may need to be recalled. Spelling recall is usually indexed by
semantic rather than letter associations. These associations may relate to information denoted by the
identifier (e.g., the kind of information held in an object), its usage in the source code (e.g., a loop
variable or the names of file scope objects modified by a call to a function), or some unique aspect of
its declaration (e.g., a single parameter or label in a function definition).

« The information denoted by an identifier need may need to be recalled. This recall is usually indexed
by the character sequence of an identifier’s spelling.

« A previously seen identifier may need to be recognized as denoting the same entity when it is encoun-
tered again while reading source code.

» The locations in the source code that reference, or declare, an identifier may need to be recalled. This
recall may be indexed by information on spelling or semantic associations.

 All the members of a list of identifiers may need to be recalled. The indexing information used
for the recall and the kind of information required to be recalled varies with the identifier list and
the context in which it is referenced. For instance, writingwdtch statement whose controlling
expression has an enumerated type requires knowledge of the names of the enumeration constants
for that type, and use of designators in an initializer requires knowledge of the names of structure
members. However, while a function invocation requires information on the expected argumert&i$ppsgr
information is associated with the name of the function and the names of any parameters are rarely of
interest.

In most cases the required information is available in the source code (using identifiers in third-party libraries
is one exception). However, readers would need to invest resources in locating it. The trade-offs people
make when deciding whether to invest resources in locating information or to use information in their heads
is discussed elsewhere. costlaccuracy

The different kinds of developer interaction with identifiers places different demands on human mgariiiey. ...

tion

787.10esigners of IDEs ought to note that at least one $&3lfound that highlighting parts of a word does not produce any improve-
ment in recall performance.
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resources. For instance, identifiers defined within functions are often referred to, by developers, as being
temporary(a temporary object, temporary storage, or just a temporary). For a reader of the source the
time interval over which they atemporaryis the time needed to obtain the required information about the
function being read. In the case of functions containing a few lines of code this might only be a few seconds,
but in most cases it is likely to be more than a minute. During a day’s work reading source code, a developer
is likely to read many function definitions, each containing zero or more of teaeggoraryidentifiers, and

some possibly sharing the same spelling.

What is needed is the ability to be able to recall them while reading the body of the function that declares
them and then to forget about them after moving on to the next function definition. Rather like walking out
of a supermarket and recalling where the car is parked, but not being confused by memories for where it
was parked on previous visits. Unfortunately, people do not have the ability to create and erase information
in their memory at will.

While the brain mechanisms underlying human memory is a very active research area, it is not yet
possible to give a definitive answer to any fundamental questions (although some form of semantic network
for connecting related individual concepts is often used in modeling). Without a reliable model, it is not
possible to describe and predict memory performance, and this section approaches the issue by trying t
draw conclusions based on the various studies involving words and nonwords, that have been performed t
date.

The following subsection discusses some of the studies that have been performed on human recall o
different kinds of names (e.g., proper names and common names) and the various research projects aime
at finding out how people make the connection between a name and what it denotes. This is followed by
three subsections that discuss the issues listed in the preceding three bullet points.

4.1 Learning about identifiers

It might be thought that developers would make an effort to remember the names of identifiers; for instance,
by reading the locally declared identifiers when first starting to read the source of a function definition.
However, your author's experience is that developers often read the executable statements first and onl
read declarations on an as-needed basis. Developers only need information on locally declared identifier:
while reading the source of the function that contains them. The cost of rehearsing information about locally
declared identifiers to improve recall performance is unlikely to be recouped. Whether looking up identifier
information on an as-needed basis is the optimal cognitive cost-minimization technique is an open questior
and is not discussed further here.

What information do developers remember about identifiers? There is no research known to your au-
thor addressing this question directly. The two most common important memory lookup queries involving
identifiers are their spelling and semantic associations. Before these two issues are discussed in the la
two subsections of this section on memorability, there is a discussion on the results from various memory
studies and studies of people’s performance with proper names.

Information about identifiers is provided by all of the constructs in which they occur, including:

¢ A declaration (which may include an associated comment) provides information on the type, scope,
and various other attributes. It is likely that the reader will want to recognize this declared identifier
later and recall this information about it.

« An expression will reference identifiers that need to be recognized and information about them re-
called. Being referenced by an expression is also potentially useful information to be remembered,
along with the identity of other identifiers in the same expression.

The issue of how readers represent identifier information associated with declarations and expressions i
memory is discussed elsewhere.

4.2 Cognitive studies
The power law of learning implies that the more often an identifier is encountered (e.g., by reading its

344 v1.0 May 30, 2005



4 Memorability Conventions

name or thinking about what it represents) the more likely it is to be correctly recalled later. Studies have
also found that the amount of processing performed on to-be-remembered information can affect re:%%g%nd
recognition performance.

Human memory for pairs of items is not always symmetrical. For instance, a person who has learned
to recallB when prompted wittB might not recallA so readily when prompted witB. This issue is not
discussed further here (see Kahattafor a discussion).

The performance of human memory can be depend on whether information has to be recalled or whether
presented information has to be recognized. For instance, a person’s spelling performance can depend on
whether they are asked to recall or recognize the spelling of a word. A study by SRBaatked subjects
to choose which of two words was correctly spelled. The results showed (see Table 787.11) significantly
more mistakes were made when the alternative was phonologically similar to the correct spelling (191 vs.
15); that is, the spelling looked sufficiently plausible.

Table 787.11: Example words and total number of all mistakes for particular spelling patte@sdenotes any consonant).
Adapted from Slobod&83!

Spelling similar phonolog-  mistakes dissimilar phono-  mistakes
pattern ically made logically made
-ent clement 46 convert 1
-ant clemant convart
-ce promice 9 polich 1
-se promise polish
w- weight 3 sapely 1
wh- wheight shapely
-er paster 7 parret 6
-or pastor parrot
-le hostle 11 assits 1
-el hostel assist
-ayed sprayed 18 slayer 0
-aid spraid slair
-ea- deamed 24 dearth 3
-ee- deemed deerth
-CC- deppress 33 preessed 0
-C- depress pressed
-ancy currancy 27 corractly 0
-ency currency correctly
-al rival 13 livas 2
-el rivel lives
4.2.1 Recall identifier

The initial letters of a word are a significant factor in several word related activities (it has beéﬁjgmleﬁerfgca
geste®? 304 that readers use information on the first few characters of a character sequence, res&4JgRe8sy
have yet to agree on whether orthographic, phonotactic, or syllabific boundaries are used, to build an in-
ternal representation that is then used to perform a search of their mental lexicon). The first study below
describes their role in thigp-of-the-tongugphenomenon. The second gives an example of how context can

affect recall performance. Recall is discussed in general, along with memory performance, elsewhefgrorY

foper

« A study by Rubiff®) investigated the so-calleip-of-the-tongugohenomenon. People in the tip-of- identifier
the-tongue state know that they know a word, but are unable to name it. Rubin gave subjects B&fi-o"9"
tions of words and asked them to name the word (e.g., somebody who collects stahitetedisi).

Those subjects who knew the word, but were unable to name it, were asked to write down any letters

they thought they knew. They were also asked to write down the number of syllables in the word and
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any similar-sounding words that came to mind. The results showed that letters recalled by subjects
were often clusters at the start or the end of the word. The clusters tended to be morphemes (in some
cases they were syllables). For instance, in the caghitdtelist many subjects recalled eithphil

orist.

Context can also play an important role in cueing recall. A study by Barclay, Bransford, Franks,
McCarrell, and Nitsch® investigated how cued recall varied with context. Subjects were divided
into two groups and each group was shown a different list of sentences. For instance, the list of
sentences seen by the members of one group might include— “The secretary put the paper clips in the
envelope”, while the other group would see a different sentence relating to secretaries and envelope:
“The secretary licked the envelope”. After seeing the sentences, subjects heard a list of cues and wer
asked to write down the noun from the list of sentences each cue reminded them of. Examples of cues
included “Something that can hold small objects” and “Something with glue”. It was predicted that
cues matching the sentence context would produce better recall. For instance, the cue “Something
that can hold small objects” is appropriate to paperclips (small objects) and envelopes (being used to
hold something), but not directly to an envelope being licked (where the glue cue would have a greater
contextual match). The results showed that subjects hearing cues matching the context recalled ar
average of 4.7 nouns, while subjects hearing cues not matching the context averaged 1.5 nouns.

The visual similarity of words can affect serial recall performance. A study by Logie, Sala, Wynn, and
Baddeley?®!! showed subjects a list of words that was acoustically similar (to reduce the possibility
of phonological information being used to distinguish them), but one set was visually similar (e.g.,
FLY, PLY, CRY, DRY) while the other set was visually distinct (e.&UY, THAI, SIGH, LIE). The
results showed that the mean number of words recalled in the visually similar list was approximately
10% lower, across all serial positions, than for the visually dissimilar list.

.2.2 Recognition

Recognition is the process of encountering something and remembering that it has been encountered befor
Recognition is useful in that it enables previously acquired information to be reused. For instance, a readel
may need to check that all the operands in an expression have a given type. If an identifier occurs more
than once in the same expression and is recognized when encountered for the second time, the informatio
recalled can remove the need to perform the check a second time.

Failing to recognize a previously seen identifier incurs the cost of obtaining the needed information

aga
likel

in. Incorrectly recognizing an identifier can result in incorrect information being used, increasing the
ihood of a fault being introduced. The first study below describes one of the processes people use to

work out if they have encountered a name before. The other two studies discuss how semantic context effect
recognition performance. See Shiffrin and Stey¥&¥sfor a recent model of word-recognition memory.

346

« A study by Brown, Lewis, and Mori&! proposed that people use an estimate of a word’s memora-
bility as part of the process of deciding whether they had previously encountered it in a particular
situation. For instance, names of famous people are likely to be more memorable than names of
anonymous people. If presented with a list of famous names and a list of non-famous names, people
are more likely to know whether a particular famous name was on the famous list than whether a
non-famous name was on the non-famous list. The results of the study showed that in some case:
name memorability did have an affect on subject’s performance.

« A study by McDermo#t!®l asked subjects to memorize short lists of words. The words were chosen
to be related to a nonpresented word (dlyead pin, eye sewing sharp andthimbleare all related
to needl®. Subjects were then presented with words and asked to specify whether they were in the
list they had been asked to memorize. The results showed that subjects recalled (incorrectly) the
related word as being on the list more frequently than words that were on the list. The effect persisted
when subjects were explicitly told not to guess, and a difference of 30 seconds or 2 days between list
learning and testing did not change the observed pattern.
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« A study by Buchanan, Brown, Cabeza, and Mait¥bmused a list of words that were either related
to each other on a feature basis (eqgt andfox share the features: four legs, fur, tail, etc.) or by
association (e.g., thread, pin, eye, sewing, thimble). The activation in a semantic network organized
by features would be expected to spread to words that were related in the number of features they
shared, while in an associated organization, the activation would spread to words that were associated
with each other, or often occurred together, but did not necessarily share any features. The results
showed that for an associated words list, subjects were much more likely to falsely recall a word
being on the list, than when a feature-based words list was used.

Recognition through the use of phonetic symbolism is discussed elsewhere. ﬁz‘ﬂfnrlﬁiiify’mbo\.
4.2.3 The Ranschburg effect Ranschburg effect

Some identifiers consist of a sequence of letters having no obvious pronunciation; for instambe,In
this case readers usually attempt to remember the individual letters of the sequence.
When the same letter occurs more than once in a letter sequence, a pattern of short-term memory behavior
known as théRanschburg effeaiccursi*? If occurrences of the same letter are separated by other letters,
hrtrb, recall performance for the duplicate letter is reduced (compared to the situation where a nondupli-
cate letter appears at the same position in the sequence). If occurrences of the same letter occur together,
hrrtb, recall performance for the duplicate letter is improved. This effect has also been found to occur for
digits [328]
4.2.4 Remembering a list of identifiers identifier

. e . .. learning a list of
In many contexts a sequence of identifiers occur in the visible source, and a reader processes them as a

sequence. In some cases the identifiers in the sequence have a semantic association with each other and
might be referred to as a list of identifiers. In other cases the only association connecting the identifiers is
their proximity in the source.

typedef int ZIPS;

enum e_t {aa, bb, cc, dd};
struct s_t {
int mem_1;
long ee;
} xyz;

© ©® N o O s W NP

void f(int p_1, float foo)
{

ZIPS average;

int loc;

double bar;

VA
bar=average+foo+xyz.ee-cc;

3
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A number of factors have been found to be significant when information on a sequence of identifiers needs
to be recalled or remembered. The primacy and recency effects, confusability, and semantic isSHEs are

memor

discussed elsewhere. recency
effect

A study by Horowit:5 illustrates how some of these factors affect subject’s performance. Suljjgits:
were asked to learn a list of 12 trigrams. One list, knowh4was created using the four letters F, S, V, afiiier
X, while another list, known ak12, was created from 12 different consonants. Because there wergsenly
four letters to choose from, the trigrams in the first list often shared one or more letters with other trigrams
in the list. The trigrams in the second list were chosen so that a particular pair of letters occurred in only
one item.

A trial consisted of showing the subjects one of the lists of 12 trigrams. One group was then asked to

write down as many as they could freely recall, while a second group had to arrange slips of paper (each
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Figure 787.13: Mean correct recall scores and mean number of responses (correct and incorrect) for 10 trials. Adapted from
Horowitz [151]

Trial 1 Trial 5 Trial 9
1.0 —| 1.0 —| 1.0 —|
— LI12 ﬂ/—/
= 08— ——— L4 — —
I3}
k=
(=7 /
> 06— N /2R B NN /
g \ / \\// \L /
E 0.4 —]| — ) — N /
\ /
o \ L~ ~ // ¥ﬂ\ ,
02— \ AN o~ ] T 1 v
AN N
0.0
\ \ | | \ \ \ | \ \ \ |
1 3 6 9 12 1 3 6 9 12 1 3 6 9 12

Serial position

Figure 787.14: Percentage of correct orderings as a function of the trigram position within the list learned for three different
trials. Adapted from Horowit#51]

containing a single, presented trigram) into the same order as the presentation. Subjects’ performance we
measured after each of 10 trials (each using a different order of the 12 trigrams).

The results for the free recall of trigrams (see Figure 787.13) show that initially subjects working with the
L4 list performed best (the probability of randomly combining four letters to produce a correct three-letter
trigram is 50%; this difference may be due to the much higher probability of being able to randomly pick
a correct answer for the L4 list, compared to the L12 list). With practice (approximately six trials) recall
performance of the group working with the L12 list exceeded that of the group using the L4 list.

The results for the ordering of trigrams (see Figure 787.14) show primacy and recency effects for both
lists. The performance of subjects working with the L12 list is significantly better than those using the L4
list over all trials.

A few studies have found that semantic information appears to be represented in short-term memory
rather than simply being retrieved from long-term memory. A consequence of this representation is that
semantic information associated with an identifier can affect recall performance. A study by Haarmann
and Ushéd?3Z showed subjects a list of six pairs of semantically related words and asked them to recall
as many words as possible. In one list the semantically related words were adjacent to each other (e.g
“broader horizon king leader comfort uneasy kittens fluffy get purchase eating lunch”), while in the other
they were separated by five unrelated words (e.g., “broader king comfort kittens get eating horizon leader
uneasy fluffy purchase lunch”). The results showed that recall from the list of semantically adjacent words
348
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had an improved recency effect; that is, recall of words at the end of the list was better for semaniigall

adjacent words than semantically separated words.

y

memory

4.3 Proper names
A number of researchers have been investigating people’s memory performance for propeffhahide
results appear to show that the human brain does not handle different kinds of names in the same way.
Studies of patients with aphasia (damage to the brain that causes problems with words) have found that
different kinds of damage cause different kinds of problems. One B#ddipund that some subjects had
problems naming body parts but could name geographical locations, while others had problems naming
geographical locations but could name body parts. Categories of names subject to these problems include
animate versus inanimate objects, numbers versus letters, referential versus descriptive, and common versus
proper names. Another stuéff! found that brand names were handled differently in the brain than proper
names.

Proper name recall performance has been found to decrease with afough in part this may be due
to differences in mnemonic strategies (or lack of stratediés).

Many people experience greater difficulty remembering people’s names than remembering other kinds
of names. A number of possible reasons for this behavior have been proposed, including:

« Proper names are unique, and no alternatives are available. A study by Bfédaowed subjects
the faces of people having two well-known names (e.g., Sean Connery alias James Bond and Peter
Falk alias Columbo) and people having a well-known and a little-known name (e.g., Julia Roberts
is not closely associated with any character's name she has played). Subjechdogkeel(i.e., no
correct answer given) on those faces having a single well-known name in 15.9% of cases, but were
only blockedfor 3.1% of faces having two well-known names (giving either name counted as a non-
blocked response).

 The rate of learning of new common nouns slows as people reach adulthood. Adults learn technical
names through further education and work experience, but learning new names in general usage is
rare. However, people continue to learn new proper names throughout their lives. Being introduced to
aMr. Dreanerwould not be considered unusual, but being told that a person drasaermight lead
the listener to conclude they had misheard the job description. The range of plausible phol8logies
is much greater for proper names than for common names. Having a set of known common names
makes it easier to guess a particular name, given limited information about it (e.g., the first few letters).

A study by McWeeny, Young, Hay, and Ef&’ asked subjects to learn to associate various names and
professions with pictures of unfamiliar faces. Subjects were then presented with each picture in turn and
asked to recall the associated name and profession. In those cases where only one association could be
recalled there was a significant probability that it would be the profession rather than the name. In some
cases the labels used could be either a hame or a profession (e.g., Baker or Potter). Subjects asked to
associate these ambiguous labels with a profession were more likely to recall them than those subjects asked
to associate them with a name. This has been termeBaker—bakeparadox. The difficulty of recalling
people’s names is not directly related to the features of the name, such as its frequency of occurrence.

A number of other studi€84 have confirmed that generally, recall of semantic properties associated
with a person is faster than recall of that person’s name. A study by @8himsted the hypothesis that the
reason for this difference in performance was because peoples names are meaningless labels. There is no
semantic association, in the subjects head, between the name and the person. In the first experiment subjects
were asked to learn an association between a photograph, a name, an occupation, and either a meaningless
nonword or a meaningful word (e.g., “Mr Collins; he is a teacher; he has a wesp”, or “Mr Collins; he is a
teacher; he has a boat”).

787.1English, and most Indo-European languages, distinguish between two kinds of nouns. Names that denote individuals are called
proper namegor proper nouny, while all other names (referring to classes of objects) are catietmon names
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Table 787.12: Mean number of each kind of information recalled in each condition (maximum score: 48). Adapted from
Cohenl€0]

Name Occupation  Possession

Nonword  18.6 37.1 16.5
Word 23.6 37.0 30.4

The results (see Table 787.12) show that in the nonword case recall of both names and possessions we
similar (the slightly greater recall rate for names could be caused by a frequency effect, the nonword name:
being names familiar to the subjects). When words were used for names and possessions, the relative rece
rate changed dramatically. Cohen points out that information on real-world possessions has many semanti
associations, which will trigger more connections in the subject’s lexical network. A word used as a person’s
name is simply a label and is unlikely to have any semantic associations to an individual.

To what extent can parallels be drawn between different kinds of source code identifiers and different
kinds of natural language names? For instance, are there similarities between the way developers tree
the members of a structure and body parts, or between the way they think about labels and geographice
locations? Identifiers do not always consist of a single word or non-word; they can form a phrase (e.qg.,
total_time). Your author has not been able to find any studies looking at how human memory performance
varies between words and phrases.

The two conclusions that can be drawn from studies about the recall of names is that richness of semantic
associations can improve performance and that it is possible for different kinds of names to have different
recall characteristics.

spelling 4.4 Word spelling

Spelling is the process of generating the sequence of characters that are generally accepted by native spe:
ers of the language to represent the written form of a particular word. Software developers have extendec
this definition to include source code identifiers, whose names are commonly said toseating

Typing an identifier on a keyboard involves using memory to recall the sequence of letters required (or
a rule to derive them) and motor skills to type the character sequence. This section provides a genera

_ discussion on the studies that have been made of spelling. The motor activities associated with typing are
mioPn9 discussed elsewhere.

Research into spelling has been carried out for a number of reasons, including learning about cognitive
processes in the brain, trying to improve the teaching of children’s reading and writing skills, and the
creation of automated spelling correction programs . A lot of this research has used English speakers
and words. It is possible that the models and theories applicable to users of a language that has a dee
orthography may not apply to one that has a shallow orthography (e.g., Sp&RisBGiven that the spelling
of identifiers is often more irregular than English, the availability of so much research on irregular spellings

Beware of heard,iS perhaps an advantage.

?ﬁ;;‘(’:ﬁ;wmd' In some languages spelling is trivial. For instance, in Spanish if a person can say a word, they can spell it
like beard and  VVriters of other languages experience even more problems than in English. For instance, agglutinative lan
sounds like bird, guages build words by adding affixes to the root word. The effect of having such a large number of possible
And dead: words (nouns have approximately 170 basic forms in Turkish and 2,000 in Finnish) on the characteristics of
';'Z dsar:?)tmt:a d native speaker spelling mistakes is not known (automating the process of determining the root word and its
For Goodness  affixes is a difficult problem in itseff*?)).

sake, don’t If people make spelling mistakes for words whose correct spelling they have seen countless times, it is
ssai'tghdgjtd! certain that developers will make mistakes, based on the same reasons, when typing a character sequen
formeatand  they believe to be the spelling of an identifier. The following subsections discuss studies of spelling mistakes
great and threat, and some of the theories describing readers spelling performance. The aim is to find patterns in the mistake
They rhyme made, which might be used to reduce the cost of such mistakes when typing identifier spellings. The fact

‘gtirt;‘i;‘:t“zn%”gebtthat an identifier spelling may contain words, which may be misspelled for the same reasons as when they
—Anon
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occur in prose, is a special case.

4.4.1 Theories of spelling
How do people produce the spelling of a word? The two methods generally thought to be used are mapping
from phonemes to graphemes (rule-based) and memory lookup (memory-based). The extent to which either
of these methods is used seems to vary between people (those who primarily use the rule-based method are
sometimes calleBhoeniciansand those primarily using the memory-based method are daletesg. A
study by Kreiner and Goud§! showed that good spellers made use of both methods.

Another possible method is that spelling is performed by analogy. A person uses a word for which the
spelling is known which is phonemicly or graphemicly similar as a model, to produce the spelling of the
unknown word.

4.4.2 Word spelling mistakes
The idea that there is a strong correlation between the kinds of spelling mistakes people make when writing
prose and the kinds of spelling mistakes they make when writing C identifiers sounds appealing. Some
broad conclusions about common prose spelling patterns can be drawn from studies of spelling mistakes
(both written and typed). Kuki¢H® provides a review of automatic spelling correction of text. However,
the data on which these conclusions are based was obtained from disparate sources performing under very
different conditions. Given the task and subject differences between these studies and developers writing
code, any claims that these conclusions can be extended to developer performance in spelling identifiers
needs to be treated with caution. For this reason the next subsection discusses the spelling mistake data,
used in reaching these conclusions in some detail.

The following are some of the general conclusions drawn from the studies of spelling mistakes (a mistake
is taken to be one of the operations insertion, deletion, substitution, or transposition):

* Between 69% to 94% of misspelled words contain a single instance of a mistake. The remaining
misspelled words contain more than one instance.

» Between 1.4% to 15% of misspellings occurred on the first letter (this does not confirm the general
belief that few mistakes occur in the first letter).

« Studies of typing performance have found strong keyboard adjacency effects (a letter adjacent to the
one intended is typed). However, no spelling study has analyzed the effects of keyboard adjacency.

« There is insufficient data to analyze whether the number of mistakes made in a word is proportional
to the number of letters in that word. (One std#y} found that the probability of a mistake being
made increased with word length.)

» The pronunciation used for a word has a strong effect on the mistakes made. An incorrect spelling is
often a homophone of the correct spelling.

Table 787.13:Breakdown of 52,963 spelling mistakes in 25 million typed words. Adapted from Pollock and Z&#&fora.

Kind of Mistake  Percentage Mistakes

omission 34
insertion 27
substitution 19
transposition 125
more than one 7.5

Many of the spelling mistake data sets are derived from words people have chosen to use. However,
people tend to limit the words they use in written prose to those they know how td’éflelDevelopers
often have to use identifiers created by others. The characteristics of spelling mistakes for words chosen by
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other people are of interest. An analysis by Mittéfl looked at the differences in spelling mistakes made

by 15 year-old children in written prose and a spelling test. The results show that, compared to mistakes
in prose, mistakes in spelling test words contain more multiple mistakes in longer words (longer words are
used less often in prose because people are less likely to be able to spell them).

A study by Adams and Adarfs asked subjects to either spell a word (generation) or to select one of
three possible spellings (recognition). Subjects also had to rate their confidence in the answer given. The
results showed subjects were underconfident at low confidence levels and overconfident at high confidenc
levels, a commonly seen pattern. However, subjects’ estimates of their own performance was more accurat
on the recognition task.

Measuring spelling mistakes is not as straight-forward as it sounds. The mistakes made can depend on th
subjects educational level (the educational level of many of the subjects at the time the data was obtainec
was lower than that typical of software developers, usually graduate-level), whether they or other people
selected the words to be spelled, whether the mistakes were manually or automatically detected. Also, the
English language accent, or dialect, spoken by a person has been found to affect word spelling performanc
for adult$'% and childreri?7:88.293]

Like any other character, the space character can be mistyped. The difference between the space charac
and other characters is that it cannot occur within identifiers. An extra space character will cause a word to
be split in two, which in C is very likely to cause a syntax violation. Omitting a space character is either
harmless (the adjacent character is a punctuator) or will cause a syntax violation (in C). For these reason:
mistakes involving the space character are not discussed further here.

4.4.2.1 The spelling mistake studies
The spelling mistake studies and their findings are described next.

« Bournéd®*¥ measured spelling mistakes in a bibliographic database. The results showed a misspelling
rate that varied between 0.4% and 22.8% (mean 8.8%) for the index terms. The ratio of citations to
misspelled terms varied between 0.01% and 0.63% (mean 0.27%).

« Kukichl1®! analyzed spelling mistakes in the text messages sent over Bellcore’s Telecommunications
Network for the Deaf. Of the 10.5% of words automatically flagged as being in error, a manual check
found that half were not in the dictionary used and the actual error rate was 5% to 6%

« Kundu and Chaudhudtf” analyzed 15,162,317 of handwritten Bangla, a highly inflectional and pho-
netic language spoken in Indian, and 375,723 words of typed (mostly computer input) text. For the
handwritten material, a mistake occurred every 122 words (0.82%) and in 53% of cases a word con-
tained a single mistake (25% with two mistakes). The overall rate for typed text was 1.42%, and in
65% of cases a word contained a single mistake (11% with two mistakes).

« Mitton[??? looked at handwritten essays by 925 fifteen year old school children. The rate of mistakes
of those classified gzoor spellers was 63 per 1,000 words; it was 14 per 1,00@p&ssablespellers.
Thepoor spellers formed approximately a third of the children and contributed more than half of the
mistakes. An analysis of the Wing and Baddé&#&y data found that few mistakes occurred near the
start of a word.

Pollock and Zamot&’! (see Table 787.13) automatically flagged (using a dictionary of 40,000 words)
mistakes in 25 million words from a scientific citations database. The overall rate of mistakes was
0.2%, and in 94% a word contained a single mistake (with 60% of mistakes being unique).

Wing and Baddel€§? looked at the handwritten exam papers of 40 males applying to be undergradu-
ates at Cambridge University (in engineering, mathematics, or natural sciences). The rate of mistakes
was around 1.5% of words written. Of these, 52% were corrected by the subject after they had been
made. Mistakes were less likely to be made at the beginning or end of words.
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« Yannakoudakis and Fawthréf?! used information on 1,377 spelling error forms (obtained from
published papers and checking written essays) to produce what they referred to as a list of rules
of spelling errors (the mappings from correct one- or two-letter sequences to the incorrect one- or
two-letter sequences was seen in their data). They proposed that these spelling errors were based on
phonological and letter sequence considerations; for inst&#¢E1 may be pronounceB-A-THin
Northern England, buB-AR-THor B-OR-THin Southern England, potentially leading to different
spelling errors. The letter sequence errors were mostly transpositions, letter doublings, and missed
letters.

The words used in some analyses of spelling mistakes are based on words flagged by spell checking pro-
grams. These programs usually operate by checking the words in a document against a dictionary of cor-
rectly spelled words (letter trigram probabilities have also been$¥BdOne problem with the dictionary-

based method is that some correctly spelled words will be flagged because they are not in the dictionary, and
some incorrectly spelled words will not be flagged because the spelling used happens to match a word in the
dictionary. As the number of words in the dictionary increases, the number of correctly spelled words that
are flagged will decrease, but the number of unflagged spelling mistakes will also decrease. For instance, the
rarely used wordbetamay be a misspelling of the more commimeat or its use may be intended. The word
betais unlikely to be in a small dictionary, but it will be in a large one. An analysis by Petgf&oiound

that the number of possible undetected spelling mistakes increases linearly with the size of the dictionary
used (taking no account of word frequency). An analysis by Damerau and®4ysnd that increasing the

size of a spell checker’s dictionary from 50,000 to 60,000 words eliminated the flagging of 3,240 correctly
spelled words and caused 19 misspellings to be missed (in a 21,910,954 word sample).

4.4.3 Nonword spelling dentier
nonword spelling

How do people spell nonwords (which may also be dictionary words they are not familiar with)? In the
case of spoken languages they have a sequence of sounds on which to base a possible spelling. Studies
have found that, for English, people do not always spell a nonword spoken to them using the most common
spelling pattern (for the sound sequence heard). The choice of spelling is affected by words they have heard
recently. For instance, subjects who heard the veovdefjust before the nonwortpri:t/ tended to spell it

aspreet while those who heartleatfirst tended to spell it agreat Barry and Seymolir’] have proposed a

model based on a set of probabilistic sound-to-spelling mappings (which includes the influence of recently
heard words).

4.4.4 Spelling in a second language identifier
second |an-
guage spelling

A study by Cook'Y! compared the spelling mistakes made by 375 overseas students at the University of
Essex, against those made by the students in the Wing and Bddtflstydy. The results showed that
students made fewer omissions (31.5% vs. 43.5%), but more substitutions (31.7% vs. 26.7%), transposition
(3.1% vs. 1.4%), and other mistakes. Many of the mistakes were caused by close sound-letter correspon-
dence (e.g., interchangirgg e, ori). There were many more different kinds of changes to consonants by
overseas students compared to native speakers (38 vs. 21 different pairs).

A study by Browr*!] compared the spelling abilities of native-English speakers with those for whom it
was a second language (47 subjects whose first language varied and included Spanish, French, Japanese,
Chinese, German, Hebrew, Arabic). The relative pattern of performance for high/low frequency words with
regular/irregular spellings (see Table 787.14) was the same for both native and non-native English speakers.
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Table 787.14:Mean number of spelling mistakes for high/low frequency words with regular/irregular spellings. Adapted from

Brown [41]
High Frequency Low Frequency High Frequency Low Frequency
Regular Spelling Regular Spelling Irregular Spelling Irregular Spelling
Native speaker 0.106 4.213 0.596 7.319
Second language  0.766 7.383 2.426 9.255
Example cat, paper fen, yak of, one tsetse, ghoul

4.5 Semantic associations

A semantic association occurs in the context of these coding guidelines when source code information

causes other information fwop into a reader’'s mind. (It is believé& that people’s recall of information

from long-term memory is based on semantic associations.) Other semantic issues are discussed elsewhe!
A particular identifier is likely to have several, out of a large number of possible, attributes associated

with it. Which of these attributes a reader will be want to recall can depend on the purpose for reading the

code and the kind of reference made in a usage of an identifier. The following are some of these attributes:

« |dentifiers in general. What it denotes in the programs model of the application (8gle_Rec

might denote the type of a node record antal_ticks might denote a count of the number of
clock ticks— its visibility), what other locations in the program’s source reference the identifier (lo-
cations are usually the names of functions and relative locations in the function currently being read),
associated identifiers not present in the source currently visible (e.g., a reference to a structure mem
ber may require other members of the same type to be considered), or who has control of its definition
(e.g., is it under the reader’s control, part of a third-party library, or other members of the project).

For an object.The possible range of values that it might hold (etgtal_ticks might be expected

to always contain a positive value and a specification for the maximum possible value may exist), its
type. (Some of the reasons for wanting to know this information include the range of possible values
it can represent or whether it is a pointer type that needs dereferencing.)

For a function call. A list of objects it references (for any call a subset of this list is likely to be
needed, e.g., those objects also referenced in the function currently being read), or the value returnec
and any arguments required.

The following studies investigated the impact of semantic associations on recall of various kinds of informa-
tion that might be applicable to developer interaction with identifiers.

« A study by McClelland, Rawles, and Sinclalf! investigated the effects of search criteria on recall

354

performance after a word-classification task. Subjects were given a booklet with pages containing
categories and an associated list of words. For instance, the catimyuggrous fistand the words

shark poison trout, andpaper. They were asked to write down how many components (zero, one, or
two) each word had in common with the category. After rating all category/word pairs, they then had
to write down as many words from each of the lists as possible. The results showed that those words
sharing two components with the category (eshark were most frequently recalled, those sharing

one component with the category (ejgojson trout) were recalled less often, and those sharing no
components (e.gpapel were recalled least often. A second experiment measuring cued recall found
the same pattern of performance. A study by Hanley and Mbffiseplicated these results.

Several studié®* 258 have investigated readers incidental memory for the location of information in
text printed on pages. The results show that for short documents (approximately 12 pages) subjects
were able to recall, with reasonable accuracy, the approximate position on a page where information
occurred. These memories were incidental in that subjects were not warned before reading the ma
terial that they would be tested on location information. Recall performance was significantly lower
when the text appeared on a written scroll (i.e., there were no pages).
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5 Confusability identifier

. . e . . .. . . confusability
For any pair of letter sequences (an identifier spelling) there is a finite probability that a reader will con-

fuse one of them for the other. Some studies have attempted to measure confusability, while others have
attempted to measure similarity. This section discusses the different ways readers have been found to treat
two different character sequences as being the same. The discussion of individual issues takes the lead
from the particular study being described in either using the tmnusabilityor similarity. The studies
described here involve carrying out activities such as searching the visual field of view, reading prose, recall-
ing lists, and listening to spoken material. While all these activities are applicable to working with source
code, the extent of their usage varies.

The following are the character sequence confusability, or similarity, factors considered to be important
in this subsection:

« Visual similarity. Letter similarity, character sequence similarity, word shape (looks like)
« Acoustic confusabilitWWord sounds like, similar sounding word sequences
« Semantic confusabilityReaders’ existing knowledge of words, metaphors, categories

A reader of a C identifier may consider it to be a word, a pronounceable nonword, an unpronounceable
nonword, or a sequence of any combination of these. This distinction is potentially important because a
number of studies have shown that reader performance differs between words and nonwords. UnfoftUliatenR
many of the published studies use words as their stimulus, so the data on readers’ nonword performance is
sparse.

When categorizing a stimulus, people are more likely to ignore a feature than they are to add a missing
feature. For instance is confused withO more often tharO is confused withQ. A study by Plauché?;‘t'f}r%“s's'"“g
Delogu, and Ohal&* found asymmetries in subjects’ confusion of consonants. For instance, while the
spoken consonariki/ was sometimes interpreted by their subjectgtidsthe reverse did not occurk{/
contains a spectral burst in the 3 to 4 KHz region that is not presétit)in o

. . . . . . uideline rec-

It is intended that these guideline recommendations be enforceable. This requires some metho@@'}fm@m
suring confusability. While there are no generally applicable measures of confusability, there is a generafy
used method of measuring the similarity of two sequences (be they letters, phonemes, syllables, or DNA
nucleotides)— the Levenstein distance metric. The basic ideas behind this method of measuring similarity

are discussed first, followed by a discussion of the various attributes, which might be sources of confusion.

5.1 Sequence comparison

The most common method used to measure the similarity of two sequences is to count the minimum numb®énstein
of operations needed to convert one sequence into the other. This metric is knowrdis theevenstein distance
distance. The allowed operations are usually insertion, deletion, and substitution. Some variants only allow
insertion and deletion (substitution is effectively one of each), while others include transposition (swapping
adjacent elements).

The Levenstein distance, based on letterdN&fUSTRYandINTERESTIs six. One of the possible edit
sequences, of length six, is:

INDUSTRY delete Y = INDUSTR
INDUSTR delete R =- INDUST

INDUST substitute D by R = INRUST
INRUST substitute U by E = INREST
INREST insert T =- INTREST
INTREST insert E = INTEREST

When all operations are assigned the same weight, the cost of calculating the Levenstein distance is
proportional to the product of the lengths, > n, of the two sequences. Af(mn/logn) algorithm
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Figure 787.15:Number of identifiers having a given Levenstein distance from all other identifiers occurring in the visible form

of the . c files of individual programs (i.e., identifiers in gcc were only compared against other identifier in gcdeylioard-
levensteirdistance was calculated using a weight of 1 when comparing characters on immediately adjacent keyboard keys and a
weight of 2 for all other cases (the result was normalized to allow comparison against unweighted Levenstein distance values).

is known[?14 but in practice only has lower cost for sequence lengths greater than 262,419. However, in
its general form the Levenstein distance can use different weights for every operation. When operations
can have different weights, the complexity of the minimization problem becémes:?/logn). Possible
weighting factors include:

A substitution may depend on the two items; for instance, characters appearing adjacent on a keyworc
are more likely to be substituted for each other than those not adjacent.

» The position of the character within the identifier; that is, a difference in the first character is much
reacing in0ld more likely to be visually noticed than a difference nearer the end of the idéfflfier

» The visual similarity between adjacent characters; for instance, the Levenstein distance between the
identifierh1tk1 and the two identifiers_t__ andk1tfh (based on characters) is the same. However,
the identifier__t__ is much more different visually.
Computing an identifier's Levenstein distance, based on the characters it contains, to every other identifiel
in a program is potentially a computationally time-consuming operation. Possible techniques for reducing
this overhead include the following:

» Reduce the number of identifiers against which the Levenstein distance has to be calculated

« Maintain a dictionary of precompute information for known identifiers. An algorithm by Béfike
looks up the nearest neighbor in a dictionary (which needs to hold identifiers converted to some
internal form) in linear time, proportional to the length of one of the two strings to be matched (but
storage usage is exponential in the length of the dictionary words).

* Map the identifiers into points in d-dimensional space such that the distances between them is
preserved (and less costly to calculate). Jin, Li, and MeRf8taescribe an algorithm that uses this
mapping idea to obtain the set of pairs of identifiers whose distance is less than or dgualtide
this algorithm runs in a time proportional to the total number of identifiers, it is an approximation that
does not always find all identifier pairs meeting the distance criteria.

sonti * The possibility of reducing the number of identifier's against which a particular identifier needs to be
quidelon St compared against is discussed elsewhere.

icant characters
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5.1.1 Language complications
Words often have an internal structure to them, or there are conventions for using multiple words. A similar-
ity measure may need to take a reader’s knowledge of internal structure and conventions into account. Three
language complications are discussed next — an example of internal word structure (affixes), spelling letter
pairs, and a common convention for joining words together (people’s names), along with tools for handling
such constructs.

« Aword sometimes includes a prefix or suffix. So-cateemmingalgorithms attempt to reduce a wofEea e
to its common root form. Some algorithms are rule-based, while others are dictionary-¥aéere-
ation can be reduced toreatebut stationcannot be reduced ttatd. Comparisons of the accuracy
of the algorithms has produced mixed results, each having their own advalitadéd.Languages
differ in the extent to which they use suffixes to create words. English is at one end of thesscal®eme
supporting few suffixes. At the other end of the scale are Hebrew and Slovene (supporting more than
5,000 suffixes); Popovic and Will&®! found that use of stemming made a significant difference to
the performance of an information lookup system.

» There appears to be patterns to the incorrect characters used in misspelled words. Kernighan, Church,
and Galé"! used the Unixspell program to extract 14,74@isspelledvords from a year's worth
of AP wire text (44 million words). These words were used to build four tables of probabilities, using
an iterative training process. For instande/[z,y]/chars[z,y] denotes the number of times the
characteny is deleted when it follows the character(in misspelled words) divided by the number
of times the charactey follows the charactes (in all words in the text). The other tables counted
insertions, substitutions, and transpositions.

» People’s names and source code identifiers often share the characteristic that blocks of characters are
deleted or transposed. For instance, “John Smith” is sometimes written as “J. Smith” or “Smith John”,
and total_widget might be written astot_widget or widget_total. Searching and matching
problems based on different spellings of the same person’s name occur in a variety of applications
and a number of algorithms have been proposed, includirgEIT3 andMatchsimile.?34

5.1.2 Contextual factors

The context in which a letter sequence is read can affect how it is interpreted (and possibly confused with
another).

» Reading sequences of word=or instance, in the sentence “The child fed the dack at the pond” the
nonworddackis likely to be read as the wontlick Sequences of identifiers separated by other tokens
occur in code and are sometimes read sequentially. The extent to which identifier spellings will cause
expectations about the spelling of other identifiers is not known.

« Paging through source code.g., when in an editor). Studi&¥! have found that when asked to view
rapidly presented lists, subjects tend to mistakenly perceive a nonword as a word that looks like it (the
error rate for perceiving words as other words that look like them is significantly smaller).

« SearchingThe issues involved in visual search for identifiers are discussed elsewhere. identifier

visual search

5.2 Visual similarity identifier
visual similarity
A large number of factors have been found to influence a reader’s performance in visual recogmtlon of

character sequences (the special case of the character sequence representing a word is discussed ve‘isewhere)
This subsection discusses those visual factors that may cause one character sequence to be contused for
another. Individual character similarity is discussed first, followed by character sequence similarity.

Readers have extensive experience in reading character sequences in at least one natural langigggiéerOne
consequence of this experience is that many character sequences are not visually treated as the sum of their
characters. In some cases a character is made more visually prominent by the characters that surround it
and in other cases it is visually hidden by these characters. Examples of these two cases include:
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Figure 787.16: Occurrence of alphabetic letters in English & and identifier names (based on the visible form of the

files; all letters mapped to lowercase). Left graph plots the letter percentage occurremcg)asoprdinates and right graph

plots the ratio of dividing the English by the identifier letter frequency (i.e., letters above the line are more common in English
text than in identifiers; two letters outside the range plottedbare0.0588 andxz = 0.165).

« For the first case, theord superiority effectA study by Reiché?®¥ showed subjects a single letter or
a word for a brief period of time. They had been told that they would be required to identify the letter,
or a specified letter (e.g., the third), from the word. The results showed that subjects’ performance
was better when the letter was contained within a word.

« For the second case, a study by Holbrd6K, asked subjects to detect spelling errors in a 700-word
story. The spelling errors were created by replacing a letter by either the letter with highest confus-
ability, the letter with the lowest confusability, or one whose confusability was half way between the
two extremes. After adjusting for letter frequency, word frequency, and perceived word similarity,
the results showed a correlation between measurements of individual letter confusability and subjects
misspelling detection performance.

The following discussion assumes that all of the characters in a particular character sequence are dis
played using the same font. Readers’ performance has been¥@ltm be degraded when some of the
characters in a word are displayed in different fonts. However, this issue is not discussed further here.

5.2.1 Single character similarity
The extent to which two characters have a similar visual appearance is affected by a humber of factors
including the orthography of the language, the font used to display them, and the method of viewing them
(print vs. screen). Examples of two extremes of similarity (based on commonly used fonts) are the character:
1 (one) andL (ell), which are very similar, and the charact&randw are not visually similar.

In most cases the method used to view source code uses some form of screen. Reading from a printe
listing is becoming rare. Even when a printed listing is used, it has usually been produced by a laser printer
The character legibility issues caused by poorly maintained dot matrix or line printers are now almost a
thing of the past and are not considered further here.

Before a character can be recognized, its shape has to be distinguished. The greater the visual similarit
between two characters, the greater the probability that one of them will be mistakenly treated as the othel
Studies of letter similarity measurement have a long histdfy?°”! These studies have used letters only—
there are no statistically significant published results that include digits or common mathematical symbols
(as occur in C language source code). The raw data from these measurements is usually a two-dimension
confusion matrix, specifying the degree to which one letter has been estimated (by summing the response
over subjects) to be confusable with another one. In an attempt to isolate the different factors that contribute
to this confusion matrix, a multidimensional similarity analysis is sometimes performed.
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Figure 787.17:The same glyphs rendered in different fonts.
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Figure 787.18:Similarity hierarchy for English letters. Adapted from ##.

The following is a discussion of the major published studies. Kuennapas and 3éhssied subjects
to judge the pairwise similarity of lowercase Swedish letters. A multidimensional similarity analysis on the
results yielded nine factors: vertical linearity (e, roundness (e.go), parallel vertical linearity (e.gn),
vertical linearity with dot (e.g.i), roundness attached to vertical linearity (eq),,vertical linearity with
crossness (e.gk), roundness attached to a hook (ed),, angular open upward (e.gi), zigzaggedness
(e.g.,2). Boumd™! used Dutch subjects to produce confusion matrices for lowercase letters. The letters
were viewed at distances of up to 6 meters and at angles of up to 10° from the center of the field of view.
The results were found to depend on 16 different factors. Towh¥&hased English subjects to produce
confusion matrices for uppercase letters. The letters were briefly visible and in some cases included visual
noise or low-light conditions (the aim was to achieve a 50% error rate).

A later study?®®! investigated the results from two individuals. Gilmore, Hersh, Caramazza, and Grif-
fin(122] attempted to reduce the statistical uncertainty present in previous studies caused by small sample
size. Each English uppercase letter was visually presented on a computer display, and analyzed by subjects
a total of 1,200 times. A multidimensional similarity analysis on the published confusion matrices yielded
five factors. Gervais, Harvey, and Rob&R3 attempted to fit their confusion matrix data (not published)
for uppercase letters to models based on template overlap, geometric features, and spatial frequency content
(Fourier transforms). They obtained a correlation of 0.7 between the data and the predictions of a model,
based on spatial frequency content.

Boles and Clifforé® produced a similarity matrix for upper- and lowercase letters viewed on a computer
display (many previous studies had used letters typed on cards). A multidimensional similarity analysis on
the results yielded three factors— lower- vs. uppercase, curved vs. straight lines, and acute angular vs.
vertical.

Given that visual letter recognition is a learned process and that some letters occur much more frequently
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Figure 787.19:Response time to match two letter sequences as being identical. Adapted from Chambers aff!Foster.

than others, it is possible that letter confusability is affected by frequency of occurrence. A study by
Boumd®®! failed to find a frequency-of-occurrence factor in a letter’s confusability with other letters.

5.2.2 Character sequence similarity

The following is a selection of studies that have investigated readers’ performance with sets of character
sequences that differ by one or more characters. The study by Andrews suggests that transposition ma
need to be included in a Levenstein distance calculation.

« A study by Chambers and Fostél measured response times in a simultaneous visual matching task
using four types of letter sequences— high-frequency words, low-frequency words, pronounceable
nonwords, unpronounceable nonwords. Subjects were simultaneously shown two letter sequence:
and had to specify whether they were the same or different. The results (see Figure 787.19) show
the performance advantage for matching words and pronounceable nonwords. Measurements wer
also made when the letter sequences differed at different positions within the sequence; Table 787.1F
shows the response times for various differences.

Table 787.15: Response time (in milliseconds) to fail to match two letter sequences. Right column is average response time
to match identical letter sequences. Columns are ordered by which letter differed between letter sequences. Adapted from
Chambers and Fost&f!

All Letters  First Letter  Third Letter  Fifth Letter ~Same Response

Words 677 748 815 851 747
Pronounceable nonwords 673 727 844 886 873
Unpronounceable nonwords 686 791 1,007 1,041 1,007

Chambers and Foster explained the results in terms of three levels of letter sequence identification
the word level, the letter cluster level, and the letter level. The higher the level at which operations
are performed, the fewer are required for a fixed number of letters. The increasing response time as
the differing letter moves further to the right of the word suggests a left-to-right order of processing.
However, performance when all letters differ is much better than when only the first letter differs.
This behavior would not occur if a strictly left-to-right comparison was performed and suggests some
whole wordprocessing occurs— also sé#!

« A study by Eichelmali”l measured response times in a simultaneous visual matching task where
letter sequences (either words or randomly selected) varied in the number letters that differed or in
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Figure 787.20: Time taken (in milliseconds) to match a pair of letter sequences as being identical— for different number of
letters in the sequence and number of positions in the sequence containing a nonmatching letter. Adapted from Ei8helman.

case (lower vs. upper). The results (see Figure 787.20) show how response time increases with the
number of letters in a sequence and decreases as the number of letters that are different increases.

In a second simultaneous visual matching task some letter sequences were all in uppercase, while oth-
ers were all in lowercase. Subjects were told to compare sequences, ignoring letter case. The results
showed that when the case used in the two letter sequences differed, the time taken to match them as
being identical increased for both words and random selection. This pattern of response is consistent
with subjects performing a visual match rather than recognizing and comparing whole words. For
this behavior, a change of case would not be expected to affect performance when matching words.

Neighborhood frequency effects. A study by Grainger, O’'Regan, Jacobs, and*38kguind an
interaction (response time and error rate) between the initial eye fixation point within a word ai3h& .
position of the letter differentiating that word from another (this behavior is only possible if readers
have a preexisting knowledge of possible spellings they are likely to encounter, which they will have
for words). Mr. Chips

Perceptual interaction between two adjacent, briefly presented, words (as might occur for two dﬁ%&;@mg’”-
in an expression when paging through source in an editor). For instance, subjects have reported the
adjacent wordéine andlaceas beinganeor lice.[?1¢l

Transposed-letter confusability. A study by Andrélvéound that so-calledransposed letter pair  confusability
words (e.g.salt-slat) affected subjects’ performance in some cases (low-frequency words; nonwgFpgsed-letter
were not affected). A model of internal human word representation based on letters and their approx-
imate position within a word was discussed.

A study by Ziegler, Rey, and Jacd®$! found that speed of recognition of words whose letters were
not readily legible was proportional to the log of their frequency of occurrence and approximately
linear on what they defined as letter confusability. The error rate for correctly identifying words was
proportional to the number of orthographic neighbors of a word, and a measure of its orthographic
redundancy.

5.2.2.1 Word shape word shape
The termwhole word shapeefers to the complete visual appearance of the sequence of letters used to form

a word. Some letters have features that stand out above (ascenflarsel) and below (descenders &
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Figure 787.21:Percentage of misspellings not detected for various kinds of word. Adapted from Paap, Newsome, &fdINoel.

andp) the other letters, or are written in uppercase. Source code identifiers may also have another shape
defining character— the underscareéWords consisting of only uppercase letters are generally considered

to have the same shape. The extent to whibble word shapaffects visual word-recognition performance

is still being debated (see Perea and R48dor a recent discussion). In the following two studies a whole
word shape effect is found in one case and not in the other.

« A study by Monk and Hulmié*4 asked subjects to quickly read a paragraph. As a subsidiary task
they were asked to circle spelling errors in the text. The spelling errors were created by deleting or
substituting a letter from some words (in some cases changing the shape of the word). The results
(see Table 787.16) showed that when lowercase letters were used, a greater number of misspelle
words were circled when the deletion also changed the shape of the word. When a mixture of letter
cases (50% lowercase/uppercase) was used, differences in word shape were not sufficient to affec
misspelling detection rates (this study has been replicated and extéfjled

Table 787.16:Proportion of spelling errors detected (after arcsin transform was applied to the results). Adapted from Monk and
Hulme[224]

Same Lowercase Different Lowercase Same Mixedcase Different Mixedcase
Word Shape Word Shape Word Shape Word Shape

Letter deleted 0.554 0.615 0.529 0.517

Letter substituted  0.759 0.818 0.678 0.680

+ A study by Paap, Newsome, and N&& modified an earlier study by Haber and Schindfi&t,
which had found a word shape effect. Subjects were asked to read a passage at their normal readin
speed, circling any misspelled words as they read. They were told that they would be tested for
comprehension at the end. Four kinds of misspellings were created. For instance, the iletter
thoughtwas replaced by: (1b (maintain shape and confusable letter), d2)maintain shape and
distinct letter), (3)n (alter shape and confusable letter), ori@jalter shape and distinct letter). The
results (see Figure 787.21) showed that many more misspellings went undetected when the letter:
were confusable (irrespective of word shape) than when they were distinctive (irrespective of word
shape).

5.3 Acoustic confusability
C source code is not intended to represent a spoken language. However, it is always possible to convel

an identifier’'s character sequence to some spoken form. This spoken form may be a list of the individual
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characters or readers may map one or more characters (graphemes) to sounds (phonemes). This sulsgeeiion
does not concern itself with the pronunciation used (the issue of possible pronunciations a deveIop7e8-7rplr”}?lngeﬂ]te
use is discussed elsewhere), but discusses the various possibilities for confusion between the spok@f farm
of different identifiers.

The studies discussed in this subsection used either native British or American speakers of English. It
is recognized that the pattern of sounds used by different languages varies. The extent to which the results,
relating to sound similarity, obtained by the studies discussed here are applicable to speakers of other lan-
guages is not known. While many of the studies on acoustic similarity use spoken material as input to
subjects, not written material, most of the studies described here used written material.

A number of studies have found what has become known agiskinilar immunity effedt¥ The effect
is that the recall of phonologically dissimilar items on a list is not affected by the presence of similar items
(i.e., recall is the same as if the items appeared in a completely dissimilar list). A recent%tisayd
evidence that similar items enhanced memory for the order of dissimilar items between two similar items.

The first subsection discusses the issue of measuring the degree to which the pronunciations of two
identifiers sound alike. This is followed by subsection discussing studies of letter acoustic confusion and
memory performance for lists of words that sound alike.

5.3.1 Studies of acoustic confusion

A number of studies have investigated the acoustic confusion of letters and digits. Two of these (both using
British subjects) published a confusion matrix. In the study by Cd#fa@vhose paper only contained a

data on a subset of the letters— see Molf&hfor data on all letters), subjects listened to a recording of
spoken letters into which some noise had been added and were asked to write down the letters they heard.
The study by Hulf>¥ included letters and digits.

In a study by Morgan, Chambers, and Mot subjects listened to a list of digits (spoken by either an
American or Australian female or an English male) and after hearing the list were asked to write down the
digits. A total of 558 subjects listened to and recalled 48,402 digit lists. Confusion matrices for the different
speakers and the recognition and memory tasks were published.

What are the factors that affect the confusability of two letters? Both M&Rfaand Shak’® per-
formed multidimensional scaling analy§i§'2 on the Conrad and Hull data. Morgan presented an anal-
ysis usingn = 3, but suggested that larger values may be applicable. Shaw treated the letters phono-
logically, usingn = 5 isolated phonological factors for three of the dimensions (open vs. closed vowels,
vowel+consonant sound vs. consonant+vowel sound, and voiced vs. unvoiced consonants). There good
correlation between the ordering of data points in one of the dimensions (open vs. closed vowels) and the
first formant frequency of English vowels (see Cruttenden, tables 3, 4,[&hd Fhis correlation was also
found by Morgan, Chambers, and Mort&dl in their study of digits.

While these results offer a possible explanation for the factors affecting letter confusion and data points
from which calculations can be made, it is important to bare in mind that the pronunciation of letters will
depend on a person’s accent. Also, as the measurements in Crutt&rstew, the relative frequencies of
formants (assuming this is a factor in confusability) differ between males and females.

5.3.1.1 Measuring sounds like

One of the design aims of guideline recommendations is to support automatic enforcement. In C&ﬂg%nt@
measure the acoustic similarity of two identifiers, it is necessary to be able to accurately convert'tfiéir
spellings to sound and to have a method of measuring the similarity of these two sounds. There are a
number of issues that measurements of sounds like need to address, including: You can lead
a horse to wa-
« Developers are well aware that source code identifiers may not contain natural language Wofﬁésgﬁjﬁzgc"
likely that an identifier which is a nonword will be pronounced using the grapheme-to-phoneme @it

clock when the
787.12ultidimensional scaling is a technique that attempts to place each result valueidiarensional space (various heuristics @fid blows.
used to seleat, with each dimension being interpreted as a factor contributing to the final value of the result obtained).
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For instance, the pronunciation of the nonwgtdt rhyming with the worchint rather tharpint.

maSharacters The study by Monsell et &2°! (and others) shows that readers have some control over the degree
to which one naming route is preferred to another based on their expectations of the likely status of
character sequences they will encounter. This suggests that a developer who expects identifiers to b
nonwords may be more likely to pronounce identifiers using the grapheme-to-phoneme route. This
route may, or may not, result in the generally accepted pronunciation for the word being used.

» Some identifiers contain more than one word. Readers recognize a word as a unit of sound. As such
two identifiers containing the same two words would have the same sound if those words occurred in
the same order. For instaneunt_num andnum_count could be said to have a Levenstein distance
of one based on the word as the edit unit.

moharacters The issue of converting character sequences to sounds is discussed elsewhere. A number of studies ha
attempted to measure the sound similarity of two words, the following are three of them:

syllable 787 » Frisch!%®l describes a method of computing a similarity metric for phonological segments (this is
used to calculate a relative degree of confusability of two segments, which is then compared against
English speech error data).

« Mueller, Seymour, Kieras and Mey&"! defined a phonological similarity metric between two words
based on a multidimensional vector of psychologically relevant (they claimed) aspects of dissimilarity.
The dimensions along which the metric was calculated included the extent to which the words rhyme,
syllable 787 the similarity of their stress patterns, and the degree to which their syllable onsets match.

« Lutz and Greerl&’! describe a system that attempts to predict probable pronunciations of personal
names based on language-specific orthographic rule sets. This information was then used to automa
ically measure the phonological similarity between the name and potential matches in a database.

5.3.2 Letter sequences
A study by Conral§®! visually presented subjects with six consonants, one at a time. After seeing all the
letters, subjects had to write down the recalled letters in order. An analysis of errors involving letter pairs
(see Table 787.17) found that acoustic similarity (AS) was a significant factor.

Table 787.17: Classification of recall errors for acoustically similar (AS), acoustically dissimilar (AD) pairs of letters. Semi-
transpose refers to the case where, for instalfBds presented anBV is recalled (wher& does not appear in the list). Other
refers to the case where pairs are both replaced by completely different letters. Adapted from/&bnrad.

Number Inter- Transpose Semi-transpose Other Transpose Semi-transpose Other Total
vening Letters (AS) (AS) (AS) (AD) (AD) (AD)

0 797 446 130 157 252 207 1,989
1 140 112 34 13 33 76 408
2 31 23 16 2 18 56 146
3 12 20 12 1 5 23 73
4 0 4 1 0 2 7 14
Total 890 605 193 173 310 369 2,630

5.3.3 Word sequences
As the following studies show, people recall fewer words from a list containing similar sounding words
than dissimilar sounding words. The feature-based model of immediate mé&tflaexplains the loss of
information from short-term memory in terms of interference between the items being remembered rather
than their memory traces decaying over time. This model predicts that similar sounding words will interfere
with each other more than dissimilar sounding words (it also accounts for the recency effect and temporal
grouping). A subsequent enhancement to the nfSdeénabled it to account for the word-length effect
(memory performance is worse for items that take longer to pronounce).
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Figure 787.22: Left graph is the rate of forgetting of visually presented lists of four words containing the same (solid line) or
different (dashed line) vowels. Right graph is the rate for two lists, one containing three acoustically similar words (solid line)
and the other five control words (dashed line). Adapted from Baddeley.

« A study by Baddelej? dramatically showed the effects of acoustic similarity on recall performance
from short-term memory. Subjects were visually presented with either a list of acoustically similar
words (e.g.man cab, can, cad cap mad map etc.), or a list of words that were not acoustically
similar (e.g.,few, pit, cow, pen bar, hot, bun etc.). After a delay of zero, four, or eight seconds,
during which they had to write down digits that were slowly read to them, they had to write down the
presented word list. The results (see Figure 787.22) show the significant impact acoustic similarity
can have on recall performance.

A study by Daneman and Staint®f asked subjects to carefully read a passage (subjects were given a
comprehension test) and proofread it for spelling errors. The spelling errors were either homophones
(e.g.,meetreplaced bymea) or not (e.g.,meetreplaced bymeell. Homophone misspellings were

less likely to be detected than the non-homophone ones. A study by Van&ftasked subjects to

make a semantic category decision on a visually presented word. For instance, they were told “answer
yes/no if the word is a flower” and presented with eitR&@SE ROWS or ROBS The results showed

that subjects were significantly more likely to answer yes to words that were homophones of words
that were members of the category.

» People do not always say the word they intended to speak. Two well-known kinds of mistake radi@sropisms
(1) malapropismsusing a word that has a similar sound but a different meaning (“the geometry
of contagious countries”), and (Bpoonerismsthe transposition of syllables between two wordspoonerisms
(blushing crowinstead ofcrushing blovy. A study by Fay and Cutléf% located 183 malapropisms
in a collection of more than 2,000 speech errors. They found that in 99% of cases the target and
erroneous word were in the same grammatical category, in 87% of cases they contained the same
number of syllables, and in 98% of cases they shared the same stress pattern.

silentletters. Early studié&! suggested that silent letters (i.e., not pronounced) in a word were more
likely to be go unnoticed (i.e., their misspelling not detected in a proofreading task) than letters that
were pronounced. Later studi¥sshowed that the greater number of search errors occurred for high-
frequency function words (e.ghe), not for content words. The search errors were occurring because
of the high-frequency and semantic role played by the word, not because letters were either silent or
pronounced.

A study by Colthealt® found that it did not matter whether the same, visually presented, words were
used on each memory trial, or different words were used every time; recall of similar sounding words
was significantly lower (62—69% vs. 83—95% when recall in the correct order was required, and 77%
vs. 85-96% when order-independent recall was required).
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5.4 Semantic confusability

Developers often intend identifier names to convey semantic information about what an identifier represents
Because of the small number of characters that are usually used, the amount of semantic information tha
can be explicitly specified in the name is severely limited. For this reason developers make assumptions
(usually implicitly) about knowledge they share with subsequent readers. Semantic confusion occurs wher
a reader of the source does not meet the shared knowledge assumptions made by the creator of the identifi
name.

This coding guideline section does not make any recommendations relating to semantic confusability.
Given the extent to which people implicitly treat their own culturaasural, it is difficult to see how even
detailed code reviews can reliably be expected to highlight culturally specific identifier naming assumptions
made by project team members. However, the following subsections attempt to give a flavor of some of the
possible confusions that might occur; the issues covered include natural language, metaphor, and categol
formation.

5.4.1 Language
Natural language issues such as word order, the use of suffixes and prefixes, and ways of expressing rel
tionships, are discussed elsewhere.

In written prose, use of a word that has more than one possible megulygemy can usually be
disambiguated by information provided by its surrounding context. The contexts in which an identifier,
containing a polysemous word, occur may not provide enough information to disambiguate the intended
meaning. The discussion on English prepositions provides some examples.

5.4.1.1 Word neighborhood
Word neighborhood effects have been found in a number of contexts. They occur because of similarities
between words that are familiar to a reader. The amount of familiarity needed with a word before it causes
a neighborhood effect is not known. Studies have found that some specialist words used by people working
in various fields show frequency effects. The study described next shows a word neighborhood effect— the
incorrect identification of drug namé¥/-13

A study by Lambert, Chang, and Gup?d! investigated drug name confusion errors. Drug names and
their U.S. prescription rates were used, the assumption being that prescription rate is a good measure C
the number of times subjects (forty-five licensed, practicing pharmacists) have encountered the drug name
Subjects saw a drug name for three seconds and were then asked to identify the name. The image containir
each name had been degraded to a level comparable to that of a typewritten name received through a fa
machine with a dirty print cartridge that was running out of ink.

The results found that each subject incorrectly identified 97 of 160 drug names (the degraded image of
the drug name being responsible for the very high error rate of 60.6%). Both the frequency of occurrence
of drug names and their neighborhood density were found to be significant factors in the error rate (see
Figure 787.23). Neighborhood frequency was not a significant factor.

An analysis of the kinds of errors made found that 234 were omission errors and 4,128 were substitution
errors. In the case of the substitution errors, 63.5% were names of other drugh(mgin® instead of
Indomed®), with the remaining substitution errors being spelling-related or other non-drug responses (e.g.,
Catapressnstead ofCatapre®). Figure 787.24 shows the number of substitution errors having a given edit
distance from the correct response.

All character sequences ever encountered by a reader can potentially have a word-frequency effect. Thi
character sequences most familiar to developers are those of their native language.

6 Usability

Identifier usability is in the eye (and life experienced mind) of the beholder. The original author of the source,
subsequent maintainers of that source, and the managers responsible for products built from the source a

7871 rors involving medication kill one person every day in the U.S., and injure more than one million every year; confusion between

drug names that look and sound alike account for 15% to 25% of reported medication errors.
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Figure 787.24: Number of substitution errors having a given edit distance from the correct response. Grey bars denote non-
drug-name responses, while black bars denote responses for known drug names. Based on Lambert, Chang[*8Ad Gupta.

likely to have different reasons for reading the source and resources (time and past experience) ava‘ﬁ?émtm
them. Cognitive effort minimization and speed/accuracy trade-offs are assumed to play an importantdmieén
identifier usability. As well as discussing visual, acoustic, and semantic factors, this subsection als&fAvers
the use of cognitive resources, initial implementation versus maintenance costs (an issue comma@i.onaih
coding guideline), and typing. s

Management may show an interest in the spelling used for identifiers for a number of reasons."TH&se
reasons, which are not discussed further here, include:

« Some vendors provide interfaces via callable functions or accessible objects, making the names of
identifiers visible to potentially millions of developers. Or, a company may maintain internal libraries
that are used across many development projects (a likely visibility in the hundreds or perhaps low
thousands of developers, rather than millions). In this case customer relation issues are often the most
significant factor in how identifier spellings are chosen.

« Project control (or at least the appearance of), often involves the creation of identifier naming uige—
line documents, which are discussed elsewhere. Other forms of project control are code r'dog%fg&
These reviews can affect identifier naming in code whether it is reviewed or not, people ofterradseéews

different decision strategy when they know others will be evaluating their choice. ustiying

May 30, 2005 v1.0 367



Conventions 6 Usability

scope

expressions

identifier
cognitive resource
usage

attention

cogni-
tive effort

developer
differences

10,000 —

o xall identifiers

P %, e unique identifiers
g 1,000 —7 5y
E': -~
& %
g 100 “ me s

(] XX
& -~ P
31 e
g 10— e
1 —"_'_'_'_'—._._L__I_.__J_-_._._tu_.’_.

0 50 100 150

Identifier references
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books benchmark programs.

6.1 C language considerations
For the majority of identifiers, scope is the most important attribute in deciding their usage patterns:

* local scope.This is the most common form of identifier usage, both in terms of number of identi-
fiers defined (see Tabl®?) and number of occurrences in the visible source of function definitions.
Individual identifier usage is restricted to a relatively small subset of the source code. It is possible
for local identifiers in different parts of the source code to share the same name, yet refer to different
entities. Identifiers in local scope can be used and then forgotten about. Individually these identifiers
may only be seen by a small number of developers, compared to those at global scope.

» global scope.While use of this kind of identifier may be restricted to a single source file, it often
extends to the entire source code of a program. While, on average, they may be individually refer-
enced more often than individual local identifiers, these references tend to be more widely scattered
throughout the source code. Although it may be possible to use and then forget about some identifiers
at global scope, it is much more likely that they will need to be recalled, or recognized, across a wider
range of program source. They are also much more likely to be used by all the developers working
on a project.

 header file contentsOver time developers are likely to learn the names of identifiers that appear in
included headers. Only identifiers appearing in the most frequently read functions will be familiar. In
the early stages of learning about a function, developers are likely to think of identifiers in terms of
their spelling; they have yet to make automate the jump to their semantic meaning. How does this
impact a reader’s analysis of expressions and sequences of statements? It is likely that while being
analyzed their component parts will be held in short-term memory.

The majority of references to identifiers occur within expressions and most declarations declare identifiers
to be objects (see Tabk®?).

6.2 Use of cognitive resources

The cognitive resources available to developers are limited. An important aspect of usability is making the
optimum use of the available cognitive resources of a reader. Overloading the available resources can lea
to a significant increase in the number of errors made.

Different people have different amounts of cognitive resources at their disposal. A general discussion
of this issue is given elsewhere. This subsection discusses people’s cognitive performance characteristic
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from the perspective of processing character sequences. While recognizing that differences exist, it does
not discuss them further.

A study by Hunt, Lunneborg, and LeWi®! investigated various performance differences between sub-
jects classified as eithéw verbalor high verbal The Washington Pre-College Test was used to measure
verbal ability (a test similar to the Scholastic Achievement Test, SAT). In a number of experiments there
was a significant performance difference between low and high verbal subjects. In some cases, differences
in performance were only significant when the tests involved existing well-learned patterns. For instance,
high verbals performed significantly better than low verbals in remembering written sequences of syllables
when the sequences followed English usage patterns; the performance difference was not very large when
nonsense syllable sequences were used.

6.2.1 Resource minimization identifier
resource min-

Minimizing the amount of resources needed to accomplish some goal is an implicit, if not explicit, humanimization
aim in most situations. Studies have found that individuals and groups of people often minimize their use
of resources implicitly, without conscious effort. automatiza-

In the context of this coding guideline resource minimization is a complex issue. The ways in which de-
velopers interact with identifiers can vary, as can the abilities (resources available) to individual dev@%1 'f'eeﬁrsr,ac-
and management requirements target particular developers (e.g., having certain levels of experie::gme{eelnggith
the source, or having particular cultural backgrounds).

Zipf noticed a relationship between the frequency of occurrence of some construct, created by sonmf's law
operation performed by people, and the effort needed to perform them. He proposed an explanation based
on the principle of least effort. What has become known as Zipf'$*fhstates a relationship between
the rank and frequency of occurrence of some construct or behavior. Perhaps its most famous instantiation
relates to wordsy = C/ f,— wherer is 1 for the most frequently occurring word, 2 for the second most
frequently occurring, and so otf;. is the number of times the word of ramkoccurs; and” is a constant.
According to this law, the second most common word occurs half as many times as the most commonly
occurring word (in English this ighe), the third most common occugg3 times as often as the second most
common, and so on.

Zipf's law has been found to provide a good approximation to many situations involving a cost/effort
trade-off among different items that occur with varying degrees of frequency. Further empirical&ttldies
of word usage and theoretical analyses have refined and extended Zipf's original formulation.

However, while it is possible to deduce an inverse power law relationship between frequency and rank
(Zipf's law) from the principle of least effort, it cannot be assumed that any distribution following this law
is driven by this principle. An analysis by!£¥®! showed that words in randomly generated texts (each letter,
including the space character, being randomly selected) exhibit a Zipf's law like frequency distribution.

The relatively limited selection pressure on identifier spelling (the continued existence of source code
does not depend on the spelling of the identifiers it contains and developers are rarely judged by the identifier
spelling they create) does not necessarily mean that identifier spellings don’t evolve. A study BYKirby
found that languages can evolve simply through the dynamics of learning, no selection of learners (i.e.,
killing off those that fail to reach some minimum fitness criteria) is needed.

A plot of the rank against frequency of identifier spellings (see Figure 787.26) shows a good approxi-
mation to a straight line (the result expected from measuring behavior following Zipf’s law). Your author
cannot provide a reasonable explanation for this beh&%iaf.

6.2.2 Rate of information extraction _ identifier
information

Reading a character sequence requires identifying each of the characters. The results of a study by Milégiraction
et al. found that the amount of information, about a nonword, recalled by subjects was approximately
proportional to the time interval it was visible to them. However, the unit of perception used by subje%%%vg.i S

787.14nn explanation for why a ranking of cities by their population follows Zipf's law has been provided by Galiwho showed
it to be a statistical consequence of individual city population growth following Gibrat’s law.
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Figure 787.26: Identifier rank (based on frequency of occurrence of identifiers having a particular spelling) plotted against
the number of occurrences of the identifier in the visible source of (b) Mozilla, and (c) Linux 2.4 kernel; (a) is a distribution
following Zipf’s law with the most common item occurring 10,000 times. Every identifier is represented by a dot.

not the character. Subjects made use of their knowledge of native language character ordering relationship
to chunk sequences of characters into larger perceptual units. A number of studies have suggested variot
candidates (e.qg., syllables, graphemes) for the perceptual reading unit, and these are also described here.
A study by Miller, Bruner, and Postm&?! measured the amount of information subjects remembered
about a briefly presented nonword. The nonwords were constructed so as to have different orders of appro
imation to existing English words (see Table 787.18). Subjects saw a single nonword for a duration of 10,
20, 40, 100, 200, or 500 ms. They then had to write down the letters seen and their position in the nonword
(using an answer sheet containing eight blank squares).

Table 787.18:Examples of nonwords. The 0-order words were created by randomly selecting a sequence of equally probable
letters, the 1-order words by weighting the random selection according to the probability of letters found in English words, the
2-order words by weighting the random selection according to the probability of a particular letter following the previous letter

in the nonword (for English words), and so on. Adapted from MAf¥).

O-order 1-order 2-order 4-order
YRULPZOC STANUGOP WALLYLOF RICANING
OZHGPMTJ VTYEHULO RGERARES VERNALIT
DLEGQMNW EINOAASE CHEVADNE MOSSIANT
GFUJXZAQ IYDEWAKN NERMBLIM POKERSON
WXPAUJVB RPITCQET ONESTEVA ONETICUL
VQWVBIFX OMNTOHCH ACOSUNST ATEDITOL
CVGJICDHM DNEHHSNO SERRRTHE APHYSTER
MFRSIWZE RSEMPOIN ROCEDERT TERVALLE

The results (see Figure 787.27) show a consistent difference among the order of approximation for all
presentation times. Miller et al. proposed that subjects had a fixed rate of information intake. The perfor-
mance difference was caused because the higher-order letter sequences had a lower information content f
the English language speaking subjects. Had the subjects not known English speakers, but Japanese spe
ers for instance, they would have had no knowledge of English letter frequency and the higher-order letter
sequences would have contained just as much information as the lower-order ones.

This study (reproduced by Baddel&) using spoken rather than visual presentation of letters) shows that
developers will need more time to process identifier spellings having a character sequence frequency distr
bution that does not follow that of their native language. In those cases where source is quickly scanned, ¢
greater number of characters in a sequence (and their positions) are available for recall if they have frequenc
distribution of the readers’ native language.
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Figure 787.27:Number of correct letters regardless of position (A), and number of correct letters placed in the correct position
(C). Normalizing for information content, the corresponding results are (B) and (D), respectively. Plotted lines denote 0-, 1-, 2-,
and 4-order approximations to English words (see Table 787.18). Adapted from Miller, Bruner, and Hé&#man.

If individual characters are not the unit of perception and recall used by readers when processing words,
what is? The following are a number of proposals:

« A study by Spoehr and Smitf® asked subjects to identify some of the letters in a briefly presented
letter sequence (the subjects did not know which letters until after they had seen the letter sequence).
The results showed that subjects’ perceptual accuracy for a word is correlated with the number of re-
coding steps needed to convert it into speech. For instance, the letter seu&NBEBLST, BLOST
andBLASTare a sequence not matching English rules, matching English rules but omitting a vowel, a
pronounceable nonword, and a word, respectively. They are reproduced correctly in 66%, 70%, 78%,
and 82% of cases, respectively. The results are consistent with the letters of a word first being parsed
into syllables.

« A study by Rey, Ziegler, and Jacd¥§! asked subjects (English and French, using their respective
native language) to specify whether a letter was contained within a briefly displayed word. The
results found that the response time was longer when the searched for letter was contained within a
multi-letter grapheme (phoneme similarity was taken into account). These results are consistendrapitéine
graphemes being the perceptual reading unit.

6.2.3 Wordlikeness [dentifier
wordalikeness
The extent to which a nonword is similar to words belonging to a particular natural language is called its

wordlikeness Wordlikeness is a cognitive resource in that it represents a person’s accumulated reading
experience. Wordlikeness has a strong influence on how quickly and accurately nonwords are processed in
a variety of tasks.
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How is wordlikenessmeasured? Coleman and Pierrehumf@rrained a general phonological word
grammar on a list of English words whose phonology was known. The result was a grammar whose transi
tion probabilities correspond to those of English words. This grammar was used to generate a list of letter
sequences and subjects were asked to judgeutmgidlikeness The results showed that the log probability
of the phonological rules used in the generation of the complete letter sequence had a high correlation witt
subjects’ judgment of wordlikeness. A study by Frisch, Large, and Fi€8meplicated and extended these
results.

A number of studies have found differences in people’s performance in tasks involving words or non-
words, including:

« Visual comparison of words and nonwor@tudies of performance in comparing two-letter sequences
have found that response time is faster when the letter sequence represents a word rather than
nonword.

« Naming latency.A study by Weeke&?®! found that naming latency for high-frequency words was
not significantly affected by the number of letters (between three and six), had some affect for low-
frequency words, and had a significant affect for nonwords (this study differed from earlier ones
in ensuring that number of phonemes, neighborhood size, bigram frequencies, and other linguistic
factors were kept the same). The error rate was not found to vary with number of letters.

+ Short-term memory span study by Hulme, Maughan, and BroW?#! found that subjects could
hold more words in short-term memory than nonwords. Fitting a straight line to the results, they
obtained:

word span = 2.4 4 2.05 * speech rate (787.1)
nonword span = 0.7 4 2.27 % speech rate (787.2)

They concluded that information held in long-term memory made a contribution to the short-term
memory span of that information.

Wordlikeness may involve more than using character sequences that hatl arder approximation to the
target language. For instance, readers of English have been found to be sensitive to the positional frequenc
of letters within a word?'® Using an averaged count of letter digram and trigram frequelitie® create
nonwords does not always yield accurate approximations. Positional information of the letters within the
word?88! needs to be taken into account.

Experience shows that over time developers learn to recognizgtytlef identifier spellings used by
individuals, or development groups. Like the ability to recognizevibedlikenes®f character sequences,
this is another example of implicit learning. While studies have found that training in a given application
domain affects people’s performance with words associated with that domain, how learning to recognize an
identifier namingstyleaffects reader performance is not known.

6.2.4 Memory capacity limits
This subsection discusses short-term memory limitations. Long-term memory limitations are an indirect
cause of some of the usability issues discussed under other subsection headings in this usability section. TF
issue of some identifiers being available in LTM, or migrating to LTM during the process of comprehending
source code, is not considered further here.

Short-term memory has a number of components, each having different capacity characteristics. The one
of immediate interest here is the phonological loop, that is capable of holding approximately two seconds
of sound.

Identifiers appear in a number of different source code constructs, most commonly in expressions (the
contents of comments are not considered here). When reading an expression, the identifiers it contains at
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components of a larger whole. One method of reducing the possibility of readers exceeding their short-term
memory limit when attempting to comprehend expressions is to minimize the time taken to say (the internal
spoken form in a persons head) each identifier. However, short-term memory capacity is not alvgsa%gﬁm
main consideration in selecting an identifier spelling. spelling

Measuring the amount of time occupied by the verbal form of a word in short-term memory is a nontrivial
task?3% (e.g., is it the time taken to say the word in isolation, say the same word repeatedly, or say the word
in the context of a list of other words; whesayis the form spoken internally in the mind, not the spoken
form that vibrates the air and can be heard by others).

Calculating the short-term memory requirements needed to hold information on words represented using
a logographic writing system is more complicated than for alphabetic writing systems. A study by iblagaphic
and Ericksof®® found that literate Chinese subjects represented frequently occurring Chinese characters
in verbal form, while low frequency characters were held in visual form.

6.3 Visual usability

The three main, identifier-related visual operations performed by developers— detailed reading, skimming,
and searching — are discussed in the following subsections. The first subsection discusses some of the
visual factors involved in extracting information from individual words. The general subject of human
visual processing is discussed elsewhere. vision

early
6.3.1 Looking at a character sequence

In what order do people process an individual word? Do they start at the leftmost character and move their

eyes successively to the right? Do they look at the middle of the word first and progressively work outwards?

Do they look at the start and end of the word first, before looking at the rest of the word, or some other order

of processing the character sequence?

« A study by Green and Medt&” investigated the effects of orthography on visual search. Subjeetsography
(native English, Spanish, Arabic, or Chinese speakers) were asked to search for a character (Roman
letter, Arabic character, or Chinese logograph) in a sequence of five characters (of the same kind).
None of the results showed any trade-off between speed and accuracy (which varied between 5-8%).
The results (see Figure 787.28) for English and Spanish speakers were very similar— an upward
sloping M response curve when searching letters andl @sponse curve when searching shapes
(with the response slowing as the match position moves to the right). For Arabic speakers there was
a U response curve for both Arabic and Roman characters (with the response slowing as the match
position moved to the left; Arabic is read right-to-left). For Chinese speakers thereWassponse
curve for both Chinese and Roman characters (there was no left or right position dependency).

An earlier stud#*® comparing the performance of English children and adults found that perfor-
mance improved with age and that left-to-right processing became more established with age.

« A study by Chitiri and Willow&®! compared how readers of English and Greek paid attention to dif- identifiers
. . . . . . . reek readers

ferent parts of a word. Greek primarily uses inflections to denote semantic and syntactic relat|onsﬁ1|ps.
For instance, one or more characters at the end of a noun can indicate gender, number (singular, plu-
ral), and the case (nominative, genitive, accusative, vocative). These letters at the end of a word carry
important information, and it is to be expected that experienced readers of Greek will have learned
to pay more attention to the ends of words than readers of languages that are not so inflective, such
as English. The results showed that Greek readers tended to pay more attention to the ends of words

than English readers.

« A study by James and Smitf! asked subjects to search a string of letters for a designated letter.
The results showed that for words, in certain cases, vowels were located more quickly than conso-
nants (there was no difference in performance for nonwords). It was proposed that the difference
in performance was caused by the position of vowels in words being more predictable than conso-
nants in English. Subjects were using their knowledge of English spelling to improve their search
performance. Searching words in all uppercase or all lowercase did not affect thet&3ults.
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Figure 787.28: Mean response time (in milliseconds) for correct target detection as a function of the position of the match
within the character sequence. Adapted from Green and M&&ta.

« A review by Lukatela and Turvédf®! discussed research involving Serbo-Croatian readers. This lan-
guage has two alphabets, one based on a Cyrillic alphabet and the other on a Roman one. Before th
breakup of Yugoslavia, schoolchildren in the eastern half of the country learned the Cyrillic alphabet
first, followed by the Roman. The order was reversed for schoolchildren in the western half of the
country. Some letters were common to both alphabets but had different pronunciations in each. For
instance potop could be pronouncetpotop/ /rotop/, /potor/, or /rotor/ (two of which represented
words—delugein the Roman form, orotor in the Cyrillic form).

« A study by Herdman, Chernecki, and Nolfsl measured subjects’ response time and error rate
when naming words presented in either lowercase or cAsE aLtErNaTeD form. The words also varied
in being either high/low frequency or having regular/irregular spellings. Case alternation slowed
response time by approximately 10%. However, it almost doubled the error rate for regularly spelled
words (1.8% vs. 3.5% for high-frequency and 5.3% vs. 8.5% for low-frequency) compared to use of
lowercase. The cAsE alLtErNaTiOn used in this study is probably more extreme than that usually
seen in identifier spellings. As such, it might be considered an upper bound on the performance
degradation to be expected when case alternation is used in identifier spelling. A study B#¥ring
investigated subjects’ performance when presented with words using different case. Subjects saw
letter sequences such @slurCH and ChuRCH The results showed an increase in error rate (4.4%
vs. 2.7%) when a difference in case occurred across grapheme boundaries (a British English speake
might divideCHURCH nto the grapheme&€H, UR, andCH). No difference was found in the error
rate for nonwords.

6.3.2 Detailed reading

Several studié¥’3! have found that people read prose written using lowercase letters more quickly (approx-
imately 7%) than prose written using uppercase letters. There are a number of reasons for this, including
(1) when proportional spacing is used, a greater number of lowercase characters, compared to uppercas
fall within the visual field allowing larger chunks to be processed per sa¢tadg) words appearing in
lowercase have a more distinctive shape to them, which is information that enables readers to make mor
accurate guesses about the identity of a word; and (3) readers have had more practice reading lowercase.
Studies of subjects’ eye movements while reading have found that irregular or salient letter sequences a
the beginning of a woftP? 325 cause the eye’s initial landing position to be closer to the beginning of the
word. However, the initial landing position was not affected by having the salient letters (those needed to
disambiguate a word from other words) in the second half of a long word (Finnish words containing 10 to
13 characterd}®! Both of these findings are consistent with the Mr. Chips model of eye movement. Word
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#include <string.h>

#define MAXIMUM_CUSTOMER_NUMBER_LENGTH 13
#define VALID_CUSTOMER_NUMBER 0
#define INVALID_CUSTOMER_NUMBER 1

int check_customer_number_is_valid(char possibly_valid_customer_number[],
int *customer_number_status)

{

int customer_number_index,

customer_number_length;

*customer_number_status=VALID_CUSTOMER_NUMBER;
customer_number_length=strlen(possibly_valid_customer_number) ;
if (customer_number_length > MAXIMUM_CUSTOMER_NUMBER_LENGTH)
{
*customer_number_status=INVALID_CUSTOMER_NUMBER;
}
else
{
for (customer_number_index=0; customer_number_index < customer_number_length; customer_number_index++)
{
if ((possibly_valid_customer_number [customer_number_index] < '07) ||
(possibly_valid_customer_number [customer_number_index] > ’'9'))
{
*customer_number_status=INVALID_CUSTOMER_NUMBER;
}

Figure 787.29:Example of identifier spellings containing lots of characters. Based on an example from L&ftfhen.

predictability has been found to have little influence on the initial landing pos#idn.

There are many differences between reading prose and reading source code. For instance, prose often has
a narrative style that allows readers to progress through the material sequentially, while source code rarely
has a narrative type and readers frequently have to refer back to previously read material. Whether these
constant interruptions reduce the performance advantage of lowercase letters is not known. The extent to
which any of these letter—case performance factors affect source code reading performance is not known.

6.3.3 Visual skimming visual skimming
The number of characters in each identifier that appear in the visible source affects the visual appearance

of any construct that contains it. As Figure 787.29 shows, the use of relatively long identifiers can affect
the visual layout of constructs that reference them. The layout issues associated with this kind of usage are

discussed elsewhere. %ﬂﬁ?ﬂ?n
. decll?ratilon
6.3.4 Visual search statement

visual layout

The commonly chosen, by readers, method of locating occurrences of an identifier in the code visible gn @entifier
. . . . . . L . ! . visual search

display is visual search. Given such behavior, visual search usability might be defined in terms of selecting

an identifier spelling that minimize the probability of a search failing to locate an instance of the searched-

for target identifier, or incorrectly classifying an instance as the target.

While there have been a considerable number of stdtfiegvestigating visual search, most have in-
volved searching for objects of different shapes and colors rather than words.

Visually source code appears as an ordered sequence of lines. In many cases a complete declaration or
statement appears on a single line. The reason for searching the source and the kind of information required
can affect what is considered to be the best search strategy; for instance, skimming the characters in a
similar order to the one used during detailed reading, scanning down the left edge of the source looking for
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an assigned-to object, or looking at conditional expressions to see where an object is tested. Your autho
does not know of any studies that have investigated this issue. The following discussion therefore has tc
been based primarily on studies using character sequences from other task domains:

« A study by Vartabedid??! investigated search times for words presented on a CRT display. Subjects

were asked to locate a word among a list of 27 words (either all lowercase or all uppercase) arranged
as three columns of nine rows (not forming any meaningful phrases or sentences). The average searc
time was less (approximately 13%) for the uppercase words.

A study by Phillip$?®% investigated the effect of letter case in searching for words on paper maps. The
results showed that performance was best when the words consisted of an uppercase letter followed b
lowercase letters (all uppercase resulted in the worst performance). A secorié&tiniestigated

the eye fixations used in searching for words in maplike visual displays. The order in which subjects
fixated words and the duration of the fixation was measured. The visual similarity between the word
being searched for and the other words was varied (e.g., common initial letter, same word shape base:
on ascenders and descenders, and word length). The results showed that differences in these visu
attributes did not affect eye movements— subjects tended to fixate a word, then a word close to it,
and so on. (Some subjects worked from the top-down in a zigzag fashion, others worked clockwise
or anti-clockwise around the display.) The duration of the fixation was affected by the similarity of
the word being searched for. Objects of similar size and color to words were fixated less often than
words, unless the resemblance was very close.

A study by Flowers and LoHP®! asked subjects to search for words consisting of either familiar
English three-letter words or nonword trigrams with similar features in a display. The time taken, and
error rate, for subjects to specify whether a word was or was not present in a display was measured
Distractor words with high similarity to the searched-for word were created by permuting the letters
in that word (e.g.BOY, BYQ, OBY, OYB andYBO. Medium-similarity distractor words contained

one letter that was the same as the searched-for word and low-similarity shared no letters. The result:
showed a significant difference in speed of search with high-similarity nonword distractors. In this
case word searches were 30% to 50% faster than nonword searches. This performance differenc
dropped to 10% to 20% when the distractors were medium-similarity nonwords. There was little
difference in performance when the distractors had low similarity or were words. The error rates
were not found to be dependent on the distractors.

A study by Karlin and Bowét5! investigated whether subjects could categorize a word semantically
before they precisely identified the word. The time taken and error rate for subjects to specify whether
a word was or was not present in a display was measured. The searched-for word either belonged tc
the same category as the other words displayed, or to a different category. For instance, the name o
a color, sayPINK, might be displayed with the names of other colors or the names of trees. The re-
sults showed that as the number of distractor words increased subjects increased their use of categot
information to improve search time performance (searching for a word in a different category was
nearly a third faster when searching among six items than when it was in the same category). The
error rates were not found to be category-dependent. Karlin and Bower proposed that comparison
involved two kinds of tests, performed in parallel— a categorization test and a perceptual feature test.
In those cases where a comparison requires a lot of perceptual resources because two items are pe
ceptually similar, the categorization test may complete first. Flowers and Lohr explained their results
in terms of categories, words, and nonwords. Searching for a word amongst nonword distractors that
share the same letters imposes a high perceptual load because of overlap of features, and the catec
rization comparison completes first. When the distractors share a single letter, the difference is less
pronounced.

When searching for an identifier, it is possible that mistakes will be made (either failing to locate an iden-
tifier that is present, or incorrectly matching the wrong identifier). The issue of identifier confusability is
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discussed elsewhere. identifier

confusability
6.4 Acoustic usability
A number of factors contribute toward the acoustic usability of a character sequence. Memory and confus-
ability acoustic factors are discussed in earlier subsections. Here, generating a pronunciation for a character
sequence and meanings suggested by sounds (phonetic symbolism) are discussed.

Phonological codes (the basic sounds of a language) have been found to play an important role inraccess-
ing the semantic information associated with words written in nonlogographic scripts (some reseatiafvgrghic
believe they are obligatoBP* 318 while others believe there is a single mechanism, e.g., connectionist
model&5). It was once thought that, because of their pictorial nature, logographs did not evoke phonologi-
cal codes in readers. Studi®8 have found that phonographic codes also play a role in reading logographic
scripts.

6.4.1 Pronounceability word
pronounceability

All character sequences can be pronounced in that the individual characters can be pronounced one at a

time. The termpronounceablés commonly applied to character sequences that are wordlike and cigtier.

converted to a spoken form using the grapheme-to-phoneme conventions of a natural language familiar to

the reader. In some languages (e.g., Japanese kana and Greek) virtually any combination of characters

is pronounceable. This is because each character represents an individual sound that is not significantly

affected by adjacent the characters. "Twas brillig, and
In this subsection pronounceability is measured in terms of the ease with which a reader is able td'@c?ﬁ%ﬁ‘f"’es

a sequence of characters to a spoken form (pronounceability could also be defined in terms of m@m Fﬁ‘&le

information content). Whether the spoken form used by the reader is the one intended by the auth@ari@ taee:

source code is not of concern here. All mimsy were
Abbreviating words removes what appear to be redundant characters. However, these charai??é’(%’eo%f)ggse

needed by readers if they are to recognize the graphemes their prior experience has trained themig.e¥Rgkdbe.
(unless the reader recognizes the abbreviation and internally uses the word it represents). Abbrewigticasoll
thus reduce pronounceability. Characte,s

Experience shows that developers use a number of techniques to generate a spoken representatlnﬁhtﬁft \ar-
acter sequences. In some cases the sounds of the individual characters are used. In other cases é Hgm&rs
mentally add characters (vowels and sometimes consonants) to what would otherwise be a nonprongunce-
able nonword (for abbreviations this is often the unabbreviated word); the sound used evolves over time,
particularly when the character sequence is used in a spoken form between developers. Some developers
simply take pleasure in inventing sounds for character sequences.

« A study by Frost, Katz, and Bentii” investigated the influence orthographic depth had omwithography
sual word recognition. Subjects were native speakers of Hebrew (a very deep orthography)sSerkacphy
Croatian (a very shallow orthography), and English (an orthography somewhere between the two).
The tasks involved word naming or making a word/nonword lexical decision and the response times
and error rates were measured. The results were consistent with the idea that readers of shallow
orthographies generate the pronunciation directly from the words, while for readers of deeper or-
thographies it is derived from an internal lexicon. The error rates are shown in Figure 787.30

Brain imaging studié$*! have found that Italian speakers (shallow orthography) activate different
parts of their brain while reading compared to English speakers (deep orthography).

« A study by Lange and ContdHt’! analyzed the grapheme-to-phoneme correspondence of French
words. (The results confirmed the view that this was quite predictable; phoneme to grapheme cor-
respondence was not analyzed and is considered to be much less predictable.) They then used the
results of this analysis to measure French speakers performance when reading words aloud. The
selected words had either low/high grapheme frequency (number of occurrences in the corpse, inde-
pendent of phoneme mapping) or low/high grapheme entropy (a measure of the number of different
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Figure 787.30: Error (as a percentage of responses) for naming and lexical decision tasks in Hebrew, English, and Serbo-
Croatian using high/low frequency words and nonwords. Adapted from Frost, Katz, and B&Htin.

phonemes, and their frequency, a particular grapheme could be mapped to). They found that time

to name a word and error rate did not vary significantly with grapheme frequency. However, there
was a significant difference in error rate (but not time to name the word) when comparing words
with a low/high grapheme entropy. This provided experimental evidence that more naming errors are

made for words containing graphemes having many possible pronunciations than those having fewer

possible pronunciations.

« A study by Rey, Jacobs, Schmidt-Weigand, and Zié&f8rasked subjects to identify words (using
matching native English and French words and subjects) containing five letters. These five-letter
words contained either three, four, or five phonemes (e.g., for English: THETHBLEAT /blit/,
or BLAST /bl#st/ respectively). Subjects’ response time and error rate were measured. The results

showed that subjects’ performance improved (slightly faster response time and decreased error rate) a
the number of phonemes increased (except for high-frequency French words). A study by Rastle and

Colthear%? found the same behavior for nonwords in both their DRC model of word naming and

human subjects. The results from the DRC model suggested that reader expectations were causing th
difference in performance. As each letter was successively processed, readers used it and previou
letters to create a phoneme. In many cases these phonemes contained a small number of letter
(perhaps just one) and readers started processing based on an expected common case. For instan

the letterP often represents the phonerpe however, the following letter may create a multi-letter

phoneme, and the previous processing on creating a pronunciation needs to be partially undone ant

processing started again (e.g., when the |&ter followed byH, the phonemé/ needs to be used).

In the preceding studies it is not that the five phoneme letter sequences are processed more quickl
but that the three phoneme sequences are significantly slowed by additional cycles of processing

undoing, and reprocessing.

« A study by Stanovich and Bau&t showed that the regularity of spelling-to-sound correspondence
affected performance; for instance, the regular pronunciatiodNf occurs inMINT, HINT, DINT,
and an irregular pronunciation RINT. Their study showed that regularity had some impact on the
time taken to name a word (552 ms vs. 570 ms) and on a lexical decision task (623 ms vs. 645 ms).

« A study by Stone, Vanhoy, and Ord&H! showed that not only did spelling-to-sound regularity (feed-
forward consistent) affect performance, but sound-to-spelling regularity (feedback consistency) was
also a factor. Visual word perception is a two-way street. For instance, the ophdan have either
of the spellings that occur iREAP and DEEP. The results showed, in a lexical decision task, an

error rate of 3.9% for feedback-consistent and 9.8% for feedback-inconsistent words. There was no

difference in error rate for nonwords.
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6.4.1.1 Second language users
The following discussion and studies are based on having English as the second language. The results
point to the conclusion that encoding strategies used by a person in their first language are transferred to
English. This behavior can result in a different phonological encoding being formed, compared to the set of
encodings likely to be used by native English speakers, when an unknown character sequence is encountered
The issue of pronouncing characters unfamiliar to the reader is discussed elsewhere. Characters

unknown to reader

« A study by Holm and Dod&*®! investigated how phonological awareness skills acquired while learn-
ing to read and write a first language were transferred to learning to read and write a second language.
The subjects were students at an Australian university who had first learned to read and write their
native language in China, Hong Kong, Vietham, and Australia. The characters learned by the Chi-
nese and Hong Kong subjects were the same— logographs representing a one-syllable morpheme.
The Vietnamese and Australian subjects had been taught using an alphabetic writing system, where
a mapping to phonemes existed. As an aid to the teaching of reading and writing, China introduced
an alphabetic system using Latin symbols cafétyinin 1959. No such system had been used by
the subjects from Hong Kong. One of the tasks involved creating spoonerisms from pairs of writtpbbnerisms
words (e.g.dark ship=- shark dig. This task requires segmenting words based on phonological rules
not letter rules. The results of the study showed that the performance of Hong Kong subjects was sig-
nificantly worse than the other subjects in these kinds of phonological-based tasks. While they were
proficient readers and writers of English, they had no ability to associate a written word with its pro-
nunciation sound unless they had previously been told of the association. Holm and Dodd compared
the performance of the Hong Kong students with phonological dyslexics that have been documented
in the research literature. Interviews with the Chinese subjects found that one of the strategies they
used was to “thinking how to write the word in pinyin”. Some of the Hong Kong students reported
being able to recognize and use written words by looking up their definitions in a dictionary. However,
on hearing one of these words in a lecture, they were not able to make the association to the written
form they had previously encountered unless they saw it written down (e.g., in the notes written by
the student sitting next to them in class). The results of this study showed that for some developers
identifier pronounceability is not an issue because they don’t pronounce them.

« A study by Kod&"" investigated the impact of subjects’ first language (Arabic, English, Japanese,
or Spanish; who had had at least six years of English instruction) on their phonological encoding
strategies for various kinds of character sequences. Subjects were shown five character sequences
followed by a probe (one of the five character sequences). They had to specify which character se-
guence followed the probe. The character sequences were either phonologically similar English non-
words, phonologically dissimilar but visibly similar English nonwords, unpronounceable sequence
of letters, pronounceable Japanese Kanji (logographs that were either visually similar or dissimilar),
unpronounceable Japanese Kaniji, or Sanskrit (a logography unfamiliar to all subjects). The results
showed that subjects, independent of language background, performed better when phonologically
dissimilar English pronounceable nonwords were used (phonological similarity causes interference
in working memory) and the performance of Japanese subjects was not significantly affectecﬁmjﬂjgity
use of unpronounceable English nonwords. The results from the Japanese lists showed that perfor-
mance among the three non-Japanese subjects did not differ significantly. There was no significant
difference between any group of subjects on the Sanskrit lists.

A study by FurugoH! found that the typical spelling mistakes of Japanese users of English reflected
the lack of differentiation, made in Japanese, of some English phonemes (e.g., Japanes@/has no
phoneme as ithink, which is heard ass/, leading tothunderstornbeing spelledanderstorm

6.4.2 Phonetic symbolism identifier
I
Studies have found that native speakers of English have the ability to guess the meanings of words fr@j‘;ﬁbolism

unfamiliar languages with greater than chance probability. For instance, a study by Brown, Black, and
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HorowitZ*3 asked subjects (English speakers unfamiliar with the other languages used in the study) to

antonym ez match English antonyms against the equivalent Chinese, Czech, and Hindi pairs of words (58.9%, 53.7%
and 59.6% pairs were correctly matched, respectively). It has been proposed that there exists a univers:
phonetic symbolism. This proposal implies that sounds tend to have intrinsic symbolic connotations that
are shared by humans and that traces of these sound-to-meaning linkages survive in all natural languages

fii'(')’\‘,gn‘g A study by Koriat'”8 found that the stronger a subject’s feeling of knowing for a particular antonym
pair, the higher the probability of their match being correct (English antonyms were required to be matched
against their Thai, Kannada, and Yoruba equivalents).

The symbolism commonly associated with certain word sounds has been known about for many years; for
instance, that words witk or P sounds are funny (chicken, pickle, cucumber, and porcupine). Advertisers
also make use of the sound of a word when creating names for new products. A study by&é&hloss
showed that 27% of the top 200 brands of 1979 began @ith, or K; 65% began wittA, B, C, K, M, P, S
or T (with less than a 5% probability of this occurring by chance).

A study by Magnu&° looked at monosyllabic words in English. The results showed that words contain-
ing a given consonant fell within much narrower semantic domains than would be expected if there were
no correlation between phonology and semantics. The pfromesthemesas defined to refer to a sound
sequence and a meaning with which it is frequently associated. An example of a phonestheme is the Englisl|
/gl/ in initial position being associated with indirect light.

Table 787.19:Words that make up 19 of the 46 words beginning with the EngtjEof the monomorphemic vocabulary (Note:

The others are: globe, glower, glean, glib, glimmer, glimpse, gloss, glyph, glib, glide, glitter, gloss, glide, glissade, glob, globe,
glut, glean, glimmer, glue, gluten, glutton, glance, gland, glove, glad, glee, gloat, glory, glow, gloom, glower, glum, glade, and
glen). Adapted from Magnug®®!

Concept Denoted Example Words

Reflected or indirect light  glare, gleam, glim, glimmer, glint, glisten, glister, glitter, gloaming, glow
Indirect use of the eyes glance, glaze(d), glimpse, glint
Reflecting surfaces glacé, glacier, glair, glare, glass, glaze, gloss

Magnus also asked subjects (predominantly English speakers responding to a Web survey) to provide
definitions for made-up words. For many of the words the particular definitions provided where limited to a
small number of semantic domains, often with two domains accounting for more than half of the definitions.

Identiier usability 6.5 Semantic usability (communicability)

A commonly specified coding guideline is thaeaningfuidentifiers be used. This subsection discusses the
topic of shared semantic associations (the sharing is treated as occurring between the original creator of a
identifier spelling and subsequent readers of it), a more technical way of sagiagingful

semanfic Developers have an existing semantic net in their head, which maps between character sequences ar
various kinds of information. This net has been continually building up since they first started to learn to
read and write (as such, very little of it is likely to be directly related to any computer-related applications
or software development). This existing semantic net is of major significance for several reasons, including:

» Making use of existing knowledge enables a small amount of information (an identifier's spelling)
to represent a much larger amount of information. However, this is only possible when the original
author and the reader share the same associations (or at least the ones they both consider applicak
to the circumstances) for the same character sequences.

» Creating new memories is a time-consuming and error-prone process; making use of existing ones
can be more efficient.
,;gg';gg ¢ A large amount of the information that it contains is not explicitly available. Developers often apply
it without consciously being aware of the extent to which their decisions are driven by culturally (in
its broadest sense) specific learning.
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Given the current state of knowledge about the kinds of semantic associations made by groups of people
working in a common field, even predicting how developers educated in the same culture might communi-
cate effectively with each other is very difficult, if not impossible. Predicting how developers educated in
different cultures might communicate, via identifier spellings, creates even more layers of uncertainty.

However impossible prediction might be at the time of writing, it is a problem that needs to be addressed.
The following subsections discuss some of the issues.

6.5.1 Non-spelling related semantic associations

The need to recall information about an identifier is often prompted by its being encountered while reading
the source. (A developer may ask another developer for information on an identifier and provide a spoken
rendition of its spelling, but this usage is much less common.) The context in which the identifier occurs
can often be used to deduce additional information about it. For instance, the identifier is a typedef name
(it occurs in a list of declaration specifiers), it has arithmetic type (it occurs as the operand of a binary
multiplication operator), or designates an array or function (it occurs immediately to the left of a particular
kind of bracket).

Although often providing important information to readers of the source, these nonspelling-related se-
mantic associations are not discussed further here.

6.5.2 Word semantics

What does it mean to know a word? Richa##s gave the following answer, which has been very influential
in the field of vocabulary acquisition:

1. The native speaker of a language continues to expand his vocabulary in adulthood, whereas there is
comparatively little development of syntax in adult life.

2. Knowing a word means knowing the degree of probability of encountering that word in speech or
print. For many words, we aldnowthe sort of words most likely to be found associated with the
word.

3. Knowing a word implies knowing the limitations imposed on the use of the word according to varia-
tions of function and situation.

4. Knowing a word means knowing the syntactic behavior associated with that word.

5. Knowing a word entails knowledge of the underlying form of a word and the derivatives that can be
made from it.

6. Knowing a word entails knowledge of the network of associations between that word and the other
words in language.

7. Knowing a word means knowing the semantic value of a word.
8. Knowing a word means knowing many of the different meanings associated with the word.

The following discussion involves what was once thought to be a semantic effect on word naming perfor-
mance—imagineability Subsequent studies have shown that age of acquisition is the primary source of
performance difference. This work is discussed here because many sources cite imagineability effects as a
word-handling performance issue. A study by Strain, Patterson, and Seidé¥tharked subjects to read

aloud words that varied across high/low frequency, regular/irregular spelling—sound correspondence, and
high/low imagineability (as judged by 40 members of staff at the author's workplace; examples of high
imageability includedorkscrewandsparkling while words with low imageability includedaiveandpre-

sumption. The results showed that on one case (low-frequency, irregular spelling—sound correspondence
low imageability) the error rates were significantly higher (14-19% vs. 0-3%) than the other cases. It was
proposed that the semantic clues provided by imageability provide a performance benefit that is only signif-
icant when processing irregularly spelled low frequency words. However, a later study by Monaghan and
Ellis?2%! also took a words age of acquisition into account. The results showed that age of acquisitiofi ffgd'd-"
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significant effect on word naming performance. Once this effect was taken into account the apparent effects
of imageability disappeared. It was pointed out that words learned early in life tend to be less abstract than
those learned later. It is age of acquisition that is the primary effect.

semantic as- 6.5.3 Enumerating semantic associations
sociations

enumerating How can the semantic associations evoked by a word be enumerated? One method is to enumerate the li
of words that are considered to be related, or similar, to it. To this end this subsection discusses some o
the algorithms that have been proposed for measuring the semantic relatedness, or similarity, of two words
It is based on the review by Budanitsky. To quote from its opening sentence fisst related tofinal? Is
hair related tocomt? Isdoctorrelated tohospitaland, if so, is the connection between them stronger than
that betweemoctorandnurse?”

The methods of measuring similarity proposed by researchers can be broadly divided into two groups.
The context-free methods do not consider the context in which the two words occur. Some compendium
of words (e.g., a dictionary or thesaurus) is used to provide the base information. The context-sensitive
methods consider the context in which the two words are used.

word similarity 6.5.3.1 Human judgment

human judgment One way to obtain a list of words associated with a particular word is human judgment. Studies of human
semantic memory, by cognitive psychologists, often make use of word association norms. However, most
of these studies use a small set of words. For instance, a study by Burke, Peters, and*flanedgured
associations for 113 words using 80 young (mean age 21.7) and 80 older (mean age 71.6) subjects. Thel
have been two studies, using English speakers, that have collected associations for a large number of word

A long-term study (it started in 1973) by Nelson, McEvoy, and Schr&Becreated the University of
South Florida word association, rhyme, and word fragment norm database by collating the nearly three:
quarters of a million responses to 5,019 stimulus words from more than 6,000 subjects. Subjects (student
at the university) were given lists of words (approximately 100 in a booklet, with 25-30 per page) and
asked to write the first word that came to mind that was meaningfully related or strongly associated to each
of these words. For example, givbnok they might writeread

Nelson et al. compared their results with those obtained by Kiss, Armstrong, Milroy, ané ®lpethe
UK. They found substantial differences between the results and suggested that these were caused by cultur
differences between Florida and the UK. For example, the most frequent responses of the Florida subject:
to the wordapplewerered andorange(the fruit), withtreeandpie being given relatively infrequently.

A study by Steyver8®¥ used the Nelson et al. word association data to buibed Association Space
(which was claimed to have psychological relevance). The results showed that this space was a good pre
dictor of similarity rating in recognition memory, percentage correct responses in cued recall, and intrusion
rates in free recall.

6.5.3.2 Context free methods

The advantage of using existing sources of word associations, such as dictionaries, is the large amount ¢
information they provide about general word associations. The disadvantages with using these sources o
information is that the word associations they contain may not include specific, technical uses of words or
even have some of the words being analyzed. The availability of large volumes of written text on the Internet
has shown that the primary definitions given to words in dictionaries are often not the definitions commonly
used in this material (although publishers are starting to produce dictidf#iesed on measurements of
common word usage). Also a human-written dictionary in computer readable form may not be available
(the calculations for the original thesaurus sté& were done by hand because online material was not
available to the authors).

The following are some of the studies that have used context-free methods:

« A study by Kozima and Furugdt® used a subset of theongman Dictionary of Contemporary
Englisi?°? (LDOCE) to build a semantic network. This dictionary uses a small (2,851 words) vocab-
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ulary to express the meanings of all the other words (more than 56,000) it d&fire$his semantic
network was used to calculate the similarity between words using spreading activation. Later work by
Kozima and 1té'%°%] made context-sensitive measurements by performing what they ealsgutive
scaling of the semantic spac&hey gave the example ¢€ar, bus} having the contextehicleand

being closely associated withxi, railway, airplane, and so on, whildcar, engine}had the context
components of a caand were closely associated wiile, seat headlight and so on. A change of

context usually resulted in a change of distance between the same word pair.

« Ellmari®®l created a tool to detect lexical chains (constructs used in calculating text similarity) in large
texts, with the intent of extracting a representation of its meaning. Various kinds of semantic relations
between the words classifiedRoget’s Thesauru@ thesaurus is intended as an aid in finding words
that best express an idea or meaning, while a dictionary explains the meaning of words) were used to

compute lexical chains between pairs of words appearing in the texts.

6.5.3.3 Semantic networks
A semantic network consists of a set of nodes with connections, and arcs, between them. The nodes repre-
senting concepts and the arcs denoting relationships between the nodes (concepts) they connect.

WordNef®7-16110l]js a semantic network whose design was inspired by current psycholinguistic theo-wordnet
ries of human lexical memory. It organizes English nouns, verbs, adjectives, and adverbs into synonym
sets (synsets), each expressing one underlying lexical concept (see Table 787.20). Edrpooddes a
detailed discussion (and a computational model ) of the fine-grained meanings of near synonyms and the
differences between them. For instance, all of the WordNet noun synsets are organized into hierarchies. At

the top of the hierarchies are the following nine abstract concepts callgde beginners

Table 787.20:WordNet 2.0 database statistics.

Part of Speech  Unique Strings

Synsets

Total Word-sense Pairs

Noun 114,648
Verb 11,306
Adjective 21,436
Adverb 4,669
Total 152,059

79,689
13,508
18,563
3,664
115,424

semantic
networks

 Entity— that which is perceived or known or inferred to have its own physical existence (living or

nonliving)
» Psychological feature— a feature of the mental life of a living organism

« Abstraction— a general concept formed by extracting common features from specific examples

» State— the way something is with respect to its main attributescurrent state of knowledgkis
state of healthin a weak financial state

« Event— something that happens at a given place and time
 Act, human action, human activity— something that people do or cause to happen
» Group, grouping— any number of entities (members) considered as a unit

« Possession— anything owned or possessed

« Phenomenon— any state or process known through the senses rather than by intuition or reasoning

The arcs between nouns in synsets are defined by the following relations:

« Antonym— thecomplementelation; words of opposite meaning (e.g., hot-cold)
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antonym

holonymy » Holonymy— thehas arelation, the opposite of meronymy

hypernymy ¢ Hypernymy— thes arelation (e.g., plant is a hypernym of tree)

* Hyponymy— thesubsumeselation, the inverse of hypernymy

hyponymy « Meronymy— relationship between objects where one is a part of the other (e.g., sleeve is a meronym
of coat, dress, or blouse)

meronymy « Synonym— word with the same, or nearly the same meaning
Steyvers and Tenenbalff! investigated the graph theoretic properties of the semantic networks created
by WordNet,Roget’s Thesaurysand the associative word lists built by Nelson et al. The results showed that
they had a small worlél structure.

6.5.3.4 Context sensitive methods

The attributes associated with an unknown word can often be inferred from the context in which it occurs;
for instance, the paragraph: “A bottle of tezgliino is on the table. Everybody likes tezgiiino. Tezgiiino makes
you drunk. We make tezgiino out of corn.” suggests teagjliinois an alcoholic drink made from corn
mash.

Context-sensitive methods obtain their information directly from a corpus of written material. These
methods all assume the words occur in text written in a natural language. As such, they are not directly
applicable to identifiers in source code. However, they do provide a possible mechanism for automatically
obtaining word similarity information for specialist domains (e.g., by processing books and papers dealing
with those domains).

The advantages of context-sensitive methods are that they are not limited to the words appearing in som
predefined source of information and because the needed information is automatically extracted from a
corpus they are sensitive to the associations made. The disadvantage of this method is that the corpus me
not contain sufficient occurrences of particular words for an accurate evaluation of their associations to be
calculated.

latent semantic One of the most widely discussed context-sensitive methddatent Semantic AnalysisSA.[1%% The

analysis underlying idea is that the sum of all the contexts in which a given word does and does not appear provides
a set of mutual constraints that determines the similarity of meanings of words and sets of words to each
other. The process of extracting relations between words starts with a matrix, where each row stands fol
a unigue word and each column stands for a context (which could be a sentence, paragraph, etc.). Eac
matrix cell holds a count of the number of times the word it represents occurs in the context it represents.
Various mathematical operations are performed (to the uninitiated these seem completely disconnected fron
the problem at hand and for this reason are not described here) on the matrix to yield results (each word is
mapped to a vector in amdimensional space, whereis usually around 300, and the similarity between
two words is calculated from cosine of the angle between their respective vectors) that have been found tc
effectively model human conceptual knowledge in a growing number of domains.

LSA takes no account of word order (“dog bites man” and “man bites dog” are treated the same way),

morphology 767 Syntactic relations (no syntactic parsing of the text is performed), or morphdiaspya(dfasterare treated
as different words). This eliminates many of the practical difficulties experienced by other methods. This
simplicity, along with the quality of its results has made LSA a popular choice for information-retrieval
problems.

An obvious way to try to improve the quality of word similarity measures is to take their syntactic
relationships into account. L#¥® proposed a similarity measure that takes the grammatical relationship
between the two words into account. The raw data from which this word information is extracted is a list

787.15Thjs feature, along with the publisher making it available to researchers for a small fee, has made LDOCE widely used by language
researchers.
787.18prgbably the most well-known semantic network in linguistics, and it is available for download from the internet.
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of sentences. These sentences are broken down into dependency triples, consisting of two words and the
grammatical relationship between them, within the sentence. For instance, the triples for the sentence “I
have a brown dog” are:h@vesubjl), (I subj-ofhave, (dog obj-of have, (dog adj-modbrown), (brown
adj-mod-ofdog), (dogdeta), (a det-ofdog), given two wordsw andw’, and the relation. The similarity

between two words is based on the amount of information contained in the commonality between them,
divided by the amount of information in the description of them, and the amount of informéaticontained

in the dependency tuplew, r, w | is given by:

N i
I(w,r,w/) _ log(” w,r,w H H Tk ”

) (787.3)
[ w,r,* || x ||, ||

wherex matches all words.

Lin obtain his sentences from various online newspapers (a total of 64 million words). An English
language parser extracted 56.5 million dependency triples, 8.7 million being unique. There were 5,469
nouns, 2,173 verbs, and 2,632 adjectives/adverbs occurring more than 100 times.

6.5.4 Interperson communication
Identifier spellings provide a delayed, one-way form of human communication. The original author decides
on a spelling to use, often with the intent of it denoting meaningful information, and sometime later a second
person reads it (code reviews offer an opportunity for other developers to perform the role of future readevsys
but they are not usually held for this purpose). This form of communication is significantly different from
the collaborative process that underlies most human communication. For instance, a study by Clark and
Wilkes-Gibb$* showed how two people work together in the creation of agreed-on references (to complex
shapes). The results also found that the number of words used decreased over successive trials (rearranging
square and triangular paper cards to form complex shapes) as subject pairs learned from each other.

The writers and readers of source code rarely get to take part in a collaborative communications process
with each other. Furthermore, the original author may not even have other human readers in mind, when
deciding on an identifier spelling. Authors may see themselves as communicating with the computer or
communicating with themselves at some future date.

The following two subsections discuss the evolution of terminology groups by use in communicating
among themselves and some of the issues involved in two people reaching the same conclusions about the
semantic associations of a word or phrase.

6.5.4.1 Evolution of terminology

All but the smallest software development project will have more than one person working on it, although
each particular piece of source code often has a single person working on it. While in many cases the
number of people who actually write significant amounts of source is usually only a fraction of the total
number of people on the project, there is invariably a set of linguistic conventions (including a terminology)
that evolves and is shared by a large percentage of the members of a project.

The characteristics of the evolution of linguistic conventions that occur in groups are of interest to the
extent that they affect the performance of subsequent readers of the source.

A study by Garrod and Dohefy®! investigated the establishment of linguistic conventions in two dif-
ferent kinds of groups. Two people had to work together to solve a maze game in which the information
needed was distributed between them (the only way of communicating the needed information was by ques-
tioning and answering each other; responses were recorded by the experimenter). In one group (five pairs)
the same two people always worked together, while in the other group everybody (10 people) eventually got
to be paired with everybody else in the group. Each subject played nine 10-minute games with the maze
randomly generated for each game.

The results showed that isolated pairs of subjects had much higher levels of inter-speaker coordination
(measured by categorizing each information exchange that took place between subjects while solving a
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Figure 787.31: Similarity tree forduty. The first value is the computed similarity of the word to its parent (in the tree), the
second value its similarity tduty. Adapted from Lin99]
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particular maze, and counting the exchanges in each category) compared to the community pairs during
the first few games. However, by the time six games had been played, this situation had reversed, with the
community pairs having significantly more inter-speaker coordination.

The way in which the two groups coordinated their descriptions differed. The isolated pairs used de-
scriptions that were specific to a particular position in the solution and specific to themselves. Once the
community pairs became established through overlapping interactions, they began to coordinate as a group.
The constraints on their descriptions became global ones that apply to communities in general (i.e., they
were not able to make use of special cases previously agreed to between two individuals).

If the behavior seen in the Garrod and Doherty study also occurs in development groups, it is to be
expected that groups of one or two developers are likely to evolve terminology that is much more tightly
bound to their mutually agreed-on way of thinking than larger groups of developers.

6.5.4.2 Making the same semantic associations
The semantic usability of an identifier’s spelling might be judged by the degree to which the semantic asso-
ciations it creates reduces the effort needed to comprehend source code containing it. A randomly selected
identifier spelling is extremely unlikely to create semantic associations having this property. Selecting an
identifier's spelling to create the necessary associations is the solution. However, the decision on the spelling
to use is judged by the semantic associations created in the original author’s mind at the time it is selected.
It cannot be assumed that the semantic associations of the original author are the ones most relevant to
subsequent readers. This subsection discusses some of the issues involved.

Both the authors and readers of an identifier's spelling will make assumptions about how it is to be
interpreted.

 Authorsof source code will make assumptions about the thought process of subsequent readers. Ex-
plicit assumptions made might include: degree of familiarity with application domain (e.g., to sim-
plify their task the original authors may have specified to management that competent people need to
be hired and then proceed to work on the basis that this requirement will be met), or that they have
read the documentation. Implicit assumptions might include: culture (no thought given to alternative
cultures), degree of familiarity with the application domain (e.g., is familiar with certain terms such
asoverload spill and abbreviations such & cse sq|), or education of the reader (e.qg., familiarity
with mathematics to a certain level).

Readersf the source code will make assumptions about the intent of the original author. An explicit
assumption might b&usting the original author (e.g., “the software has been working well”). The
reader may have limited time available and trust may seem like the best way of reducing the time they
need to invest; whether this trust is justified is not the issue here. The implicit assumptions might
include: the reader and author share common ground, that the original author had intentions about
the identifiers used in a particular section of source (original authors are often seen as mythological
figures; itis possible that no particular interpretation was intended), and degree of familiarity with the
application domain.

Given the many different kinds of assumptions that different developers may make, people might wonder
how readers can be expected to obtain helpful semantic information from identifier spellings. The answer
is that often they aren’t. There are two routes by which different people might arrive at similar semantic
interpretations for an identifiers spelling:

1. Shared knowledge&shared knowledge may occur through culture, natural language usage, or specific
learning experiences. An example of where differences in shared knowledge produce differences in
performance is the treatment of time in English and Mandarin Chinese. English predominantly treats
time as if it were horizontal (e.g., “ahead of time”, “push deadline the back”), while Mandarin often,
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abbreviating
identifier

English tree wood forest
French abre bois forét
Dutch boom hout bos woud
German Baum Holz Wald
Danish tree skov

Figure 787.32: The relationship between words for tracts of trees in various languages. The interpretation given to words
(boundary indicated by the zigzags) in one language may overlap that given in other languages. Adapted from DiMarco, Hirst,
and Stedé

but not always, treats it as being vertical (an English example of vertical treatment is “passes down
the generations?’4l A study by Boroditsk{?® found that English subjects responded more quickly
(by approximately 10%) to a question about dates (e.g., “Does March come before April?”) if the
previous gquestion they had answered had involved a horizontal scenario (e.g., “X is ahead of Y”) than
if the previous question had involved a vertical scenario (e.g., “X is below Y”). These results were
reversed when the subjects were Mandarin speakers and the questions were in Mandarin.

2. Shared behavior.Possible shared behaviors include effort minimization, universal grammar, and
universal category formation. An example of how shared behavior can affect people’s communication
was shown by the results of a study by Beun and Creff8r$hey gave pairs of subjects, a builder
and an instructor, the task of building a replica of a building that was only visible to the instructor. The
two subjects were seated at a table and could speak to each other and could see each others’ hanc
but there was no other mode of communication. A pile of blocks of different colors, shapes, and sizes,
only visible to the builder, were provided. The block building had to be done on a plate visible to both
subjects. Both subjects spoken conversation and hand gestures were recorded. The behavior predicte
by Beun and Cremers is based on ghimciple of minimal cooperative effqrivhere the speaker and
addressee not only try to say as little as possible together, they also try to do as little as possible.
For instance, what features of an object should be used in a description? This principle suggests tha
people will prefer absolute (e.dlackor squarg rather than relative (e.gdarkest longesj features.

This is because absolute features only require one object to be taken into account, while relative
features requires comparison against other objects. The results found that 63% of referential acts
used absolute features only, 19% used a combination of absolute and relative features, and 1% use
relative features only. A pointing action, with the hands, was used in 18% of cases. The study also
found evidence for several other hypotheses derived from this principle, including: (1) if the target
object is inherently salient within the domain of conversation, reduced information is used; and (2)
if the target object is located in the current focus area, only information that distinguishes the object
from other objects in the focus area is used.

6.6 Abbreviating
Developers sometimes form an identifier by abbreviating the words of a descriptive phrase or sentence (e.g.
first_elem_ptr might be derived frona pointer to the first element of an arrpyWhile the words in a
phrase or complete sentence are rarely abbreviated in everyday life, continued use may result in a multi
word phrase eventually being replaced by an acronym (eight Amplification by Stimulated Emission of
Radiationbecamd.ASERand eventuallyaser). For this reason, there does not appear to be any published
research on the creation of abbreviations from multi-word phrases.

This subsection discusses the issues associated with shortening the words (it is not unknown for single
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words to be shortened) used to create an identifier (the issue of source filename abbreviations is discussed
elsewhere). The following are some of the issues associated with using shortened forms: file name

abbreviations

 Shortening is likely to change the amount of cognitive resources needed by readers of the source
to process an identifier containing them. This is because abbreviation changes the distribution of
character sequences, with infrequent or never-seen character pairs occurring more often. It may also
remove any obvious grapheme-to-phoneme mapping, making it harder to create a pronunciatifff! ccasiiy

« Fewer characters means less effort is needed to type the character sequence denoting an identifier

« Reducing the number of characters in an identifier can simplify the visual organization of source code
(i.e., by removing the need needing to split an expression or statement over more than one line)

* While some abbreviations may have semantic associations for the original developer, these are often
not understood or are forgotten by subsequent readers of the source. Such identifier spellings are then
treated as a random sequence of characters

Word shortening can be studied by asking people to create shortened forms of words and{fAr&Sks;

by analyzing the shortened forms occurring in pré&8,source cod&€%? speecH®? or from a purely
information content point of view® These studies investigated the form of the abbreviations created, not
the circumstance under which people decide to create or use an abbreviation. A number of commonly
occurring patterns to the shortened forms have been found, including:

» Vowel deletion— sometimes known asntraction(e.g.,search=srch andpointer=pntr)

« Truncation of trailing characters (e.@udit = aud andcatalog=- cat)

» A combination of vowel removal and truncation (e gpjnter=-ptr andtemporary=-tmp)
 Using the first letter of each word (e.guystomer query numbercgn andfirst in first out=- £fifo)

« Phonetic abbreviations— simply changing one grapheme to another that represents the same phoneme
(e.g.,ph=f) or digits may be used (e.gtraight=-str8)

These abbreviations may in turn be concatenated together to create specialized instanaas_(eqy.,
cat_pntr, andsrch4cgn).

An abbreviation is generally a meaningless sequence of characters unless readers can decode it to obtain
the original word. A study by Ehrenreich and Pdféufound that readers’ performance in reconstructing
the original word was significantly better when they knew the rules used to create the abbreviation (81-92%
correct), compared to when the abbreviation’s rules were not known (at best 62% after six exposures to
the letter sequences). In practice imposing a fixed set of word abbreviation rules on the world’s software
developers is not realistic. Imposing a fixed set of abbreviation rules on the developers within a single
development group is a realistic possibility, given automated checking to ensure conformance. However,
calculating the likely cost/benefit of imposing such a set of rules is very difficult and these coding guidelines
do not discuss the issue further.

The widespread use of phonetic abbreviations is relatively new. The growth in online chat forums and
the use of text messaging via mobile phones has significantly increased the number of people who use and
understand their use. The extent to which this user population intersects the set of creators of identifier
spellings also continues to grow. Some people find this use of abbreviations irritating and irresponsible.
These coding guidelines take the position that all character sequences should be judged on their ability to
communicate information to the reader. Your author has not been able to find any published studies of the
use of phonetic abbreviations and they are not discussed further here.

A study by Frost%! investigated subjects’ performance in reading words with missing vowels. The
subjects were experienced readers of Hebrew, a language in which words are usually written with the vowels
omitted. The time taken to name words was found to vary linearly with the number of vowels omitted.
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Figure 787.33: Percentage of abbreviations generated using each algorithmrulehease was a set of syllable-based rules
created by Streeter et al.; tpepular case was the percentage occurrence of the most popular abbreviation. Based on Streeter,
Ackroff, and Taylor29°!

Missing vowels had no effect on lexical decision performance. One point to note is that there was only
one word corresponding to each letter sequence used in the study. It is not known how reader performanc
would vary if there was more than one word matching a vowel-free written form.

The results of two studies asking people to abbreviate the words and phrases they were given showed
number of common points. The common methods used to create abbreviations were the first four of those
listed above. Even the shortest words usually had more than one abbreviation (mean of 3.35 in Hodge et a
and 5.73 in Streeter et al.), with the average number of abbreviations per word increasing with word length
(mean of 6.0 in Hodge et al. and 18.0 in Streeter et al.). The most common algorithm used for shorter words
was vowel deletion, while longer words tended to be truncated. Streeter et al. point out that vowel deletion
requires producing the whole word and then deleting the vowels, an effort-prone and time-consuming task
for long words (small words probably being handled as a siogleR. In the case of polysyllabic words
truncation produces short abbreviations, which are easy to produce and only require a single change to th
word output strategy (cut it short).

« A study by Hodge and Penningtéf?! asked subjects to create a personal (one they might use for
their own private writing) and a general (one that could be understood by other people) abbreviation
from words containing between four and nine letters. The results for the personal abbreviations
paralleled those of the general abbreviations. Male subjects made greater use of vowel removal for
the longer words than female subjects (who preferred truncation for longer words). The percentage
of the original word’s letters used in the abbreviation decreased with word length (from 70-75% for
shorter words to 58-65% for longer words). The abbreviations of more frequent words contained
fewer letters than less frequent words. A separate group of subjects were given the abbreviations
created by the first group and asked to reconstruct the original words. The mean reconstruction rate
at all word lengths was 67%.

« A study by Streeter, Ackroff, and Tayl8#! investigated the rules used by people to create abbrevi-
ations. Subjects were asked to produce “good abbreviations” for 81 computer command names anc
arguments (e.gmoveand “usage billing number”). Analysis of the results was based on the number
of syllables in a word (between one and four) or the input containing multiple words. The resulting
abbreviations were compared against those produced by a variety of algorithms. The performance of
the different algorithms varied with the number of syllables (see Figure 787.33).

A second group of subjects were asked to learn word/abbreviation pairs. The abbreviations used were
those generated by the first group of subjects. The abbreviations used were either the most popular on
chosen for a word, or the one obtainable by following the Streeter et al. rules. When given the word
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and asked for the abbreviation, mean recall performance was 54% correct for the popular abbrevia-
tions and 70% for the rule abbreviations (recall rate decreased in both cases as the number of syllables
increased, although both were more than 90% for multiple words). Another two experiments, using
randomly chosen English words, paralleled the procedure in the first two experiments. However, after
learning word/abbreviation pairs, subjects were asked to recall the word when given the abbreviation
(mean recall performance was 62.6% correct for the popular abbreviations and 46.7% for the rule
abbreviations, with recall rate slowly decreasing in both cases as the number of syllables increased).

An alternative approach to predicting use of abbreviation strategies was studied by Carter and @Jopper.
Words are abbreviated in both spoken as well as written forms— for instanio®ceros=- rhino and
telephone= phone Subjects were asked to listen to a series of words. After each word, they had to speak
the word and then produceraducedspoken form (they were reminded that most of the words would not
normally be reduced in everyday speech).

Table 787.21: The syllable most likely to be omitted in a word (indicated by the x symbol) based on the number of syllables
(sy) and the position of the primaryp(i) stressed syllable. Adapted from Carter and Clopisér.

Syllables in Word and Syllable(s) Omitted Most  Often
Primary Stress Position 1 2 3 4
2syl-1pri X - -
2syl-2pri X - -
3syl-1pri X x -
3syl-2pri X -
3syl-3pri x x -
4syl-1pri X

4syl-2pri X x
4syl-3pri X X X

Carter and Clopper drew three conclusions from the results (see Table 787.21):

1. the stressed syllable is nearly always preserved,
2. the initial syllable is preserved more often than omitted, and

3. only when the final syllable of a two syllable word contains the stress is that syllable preserved more
often than it is omitted.

A study by Bourne and Fol®! investigated word abbreviation from an information content point of view.
They looked at thirteen different algorithms capable of reducing an arbitrary word to a predefined number
of letters. Algorithm quality was measured by the ability to map different words to different abbreviations.
The consistently best algorithm dropped every second letter (this rule was applied iteratively on the succes-
sively shorter letter sequences until the desired number of characters was obtained) and appended a check
letter (algorithmicly derived from the discarded letters). While this algorithm might be of interest when
automatically generating identifier spellings, we are only interested in human-created spellings here.

The following studies investigated the interpretation of existing abbreviations in various contexts:

« Sproat, Black, Chen, Kumar, Ostendorf, and Richdftisgive a detailed discussion of the issues
involved in converting what they caflonstandardwvords to spoken words (in the context of text to
speech synthesis). What appears to be an abbreviation may actually be a nonstandard word. For
instanceArticle_IV is probably pronounced “article fourflenry_IV is pronounced as “Henry the
fourth”, while Iv_drip is probably pronounced “I V drip”.

« Laitinen, Taramaa, Heikkila, and Ro##! built a tool, InName, to disabbreviatesource codeInName
used a simple grammar to describe the components of an identifier spelling. This broke the spelling
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into short letter sequences which were assumed to be either abbreviations of words or words (e.g.,
boOffsetMeasDone = bo, Offset, Meas, Done). A relatively small dictionary of around 1,000
entries was used to detect words, plus a list of 300 common abbreviations (eg:,lé&1gth, curr

= current). A GUI interface highlighted an abbreviated hame and listed possible nonabbreviated
forms (e.g.tmpnamelen = temporary_name_length). The user could accept one of the suggested
forms or type in their own choice. The results of not abbreviating five applications are shown in
Table 787.22.

Table 787.22:Five different applications (A—E) unabbreviated usimyame, by five different people. Application C had many
short names of the form, m, k, andr2. Adapted from Laitiner90]

Application A B C D E
Source lines 12,075 6,114 3,874 6,420 3,331
Total names 1,410 927 439 740 272
Already acceptable 5.6 3.1 8.7 9.3 11.0
Tool suggestion used 42.6 44.7 35.3 46.8 41.5
User suggestion used 39.6 29.3 15.0 30.7 43.8
Skipped or unknown names 12.2 22.9 41.0 13.2 3.7
User time (hours) 11 5 4 4 3

+ A study by Cutler and Cart&# found that 85% of English lexical words (i.e., excluding function
words) begin with a strong syllable. They proposed that such a strategy simplified the problem listen-
ers faced in identifying the start of words in continuous speech.

« A study by Anquetil and Lethbridd®! investigated the abbreviations used to name files (this is
discussed elsewhere).

6.7 Implementation and maintenance costs

Encoding information in the sequence of characters forming an identifier’s spelling sounds attractive and this
usage often occurs in automatically generated code. However, human-written code is invariably maintainec
by humans and a number of possible human-related factors ought to be taken into account. While it might
not yet be possible to obtain reliable figures on these costs, the main ones are listed here for future referenc
including:

« Keeping the information up-to-date during source code maintenance and updates.
» The cost of new readers learning to interpret the encoding used.

» The probability of correctly interpreting the character sequences used. For instance, a humeric value
may indicate some maximum value, but this maximum may be the largest representable value (a
representation attribute) or the largest value an object is expected to hold (an application attribute).

« The cost of processing the character encoding when reading source. (It took developers many year:
of practice to achieve fluency in reading text in their native language and they are likely to require
practice at decoding identifier spellings before they can read them as fluently.)

The only information likely to be needed every time the identifier is read is the semantics of what it denotes.
Experience suggests that this information rarely changes during the development and maintenance of
program.

6.8 Typing mistakes

A summary of the results of typing studies would include two factors of relevance to this identifier guidelines
section. Hitting a key adjacent to the correct one is the largest single contributor (around 35%) to the number
392
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of typing mistakes made by people. Performance is affected by the characteristics of the typists native
written language (word frequency and morphology). 787morphology

Researchers studying typing often use skilled typists as subjects (and build models that mimic such
peoplé?®). These subjects are usually asked to make a typewritten copy of various forms of prose— the
kind of task frequently performed by professional typists, the time taken and errors made being measured.
Software developers are rarely skilled typists and rarely copy from written material. (It is often created
in the developer’s head on the fly, and a theory of developer typing performance would probably need to
consider these two processes separately.)

These coding guidelines assume that developers’ typing mistakes will follow the same pattern as those
of typists, although the level of performance may be lower. It is also assumed that the primary input device
will be a regular-size keyboard and not one of those found on mobile comfA3ters.

« A study by Shaffer and Hardwi€K”! asked qualified touch typists to type text, the characteristics of
which varied. The five different kinds of text were: Prose, an article on gardening; Word, a random
arrangement of the words in the previous article; Syllable, obtained by shuffling the spaces between
the words of the article into syllable boundaries within the words; First-order, random letter strings
having the same distribution of letters as the article; and Zero-order, random letter strings with all
letters being equally probable.

Table 787.23:Distribution of mistakes for each kind of text. Unparenthesized values are for subjects making fewer than 2.5%
mistakes, and parenthesized values for subjects making 2.5% or more mistakes. Omission— failing to type a letter; response—
hitting a key adjacent to the correct one; reading— mistakes were those letters that are confusable visually or acoustically;
context — transpositions of adjacent letters and displacements of letters appearing within a range of three letters left or right
of the mistake position; random— everything else. When a mistake could be assigned to more than one category, the category
appearing nearer the top of the table was chosen. Adapted from SR&fer.

Kind of mistake Prose Word  Syllable  First Order  Zero Order Total
Omission 19(21) 11(23) 24 ( 36) 15 (46) 34 ( 82) 103 (208)
Response 19(25) 31(38) 27( 53) 32 (43) 108 (113) 217 (272)
Reading 3(2) 2(0) 8 ( 15) 14 (20) 20 ( 41) 47 ( 78)
Context 19(27) 19(17) 34 ( 30) 56 (51) 46 ( 40) 174 (165)
Random 3(5) 2(6) 4(11) 13 (15) 22 ( 41) 44 ( 78)
Total 63(80) 65(84) 97 (145) 130 (175) 230 (317) 585 (801)

The results (see Table 787.23) show that hitting a key adjacent to the correct one was the largest
single contributor (around 35%) to the number of mistakes. Surprisingly, both the number of mistakes
and typing rate were the same for prose and random word ordering. Text containing words created
using purely random letter sequences had the highest rate of typing mistakes (and the slowest typing
rate), almost twice that of text created using the distribution of letters found in English. Shaffer and
Hardwick performed a second experiment to investigate the reasons for the significant difference in
typing performance when first- or zero-order words were used. Was it caused by a decline in syllable-
like sequences in the words because of fewer vowels, or because of an increase in the less frequently
used letters of the alphabet? Every letter of the alphabet was used 10 times to create passages of 52
five-letter words and 16 fifteen-letter words (plus a single 20-letter word). For one set of passages the
letters in each word were randomly selected; in the other set an attempt was made to create words
containing readable syllables (e.gpowd throx).
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Table 787.24:Mean response time per letter (in milliseconds). Right half of the table shows mean response times for the same
subjects with comparable passages in the first experiment. Adapted from $Ha¥fer.

Syllable  Random First Order  Zero Order
5-letter 246 326 Fixed 236 344
15-letter 292 373 Random 242 343

The only results reported (see Table 787.24) were response times for letters typed, not the number o
mistakes. These results show that performance for text containing words having readable syllables
was significantly better than words having a random sequence of letters. Since both passages cor
tained the same number of occurrences of each letter, the difference was not caused by a decreas
in the number of vowels or an increase in the number of infrequently used letters. Performance was
slower for the passage containing longer words.

« A study by Gentner, Larochelle, and Grudid also found that rate of typing was affected by letter
digraph frequency and word frequency in the typist's natural language (they did not measure error
mistake rates). The position of the digraph within the word and syllable boundaries had a smaller
affect on performance.

« A study by Schoonard and Bolé8! taught subjects to use abbreviations for commonly occurring
words (so-calledshort-type the intent being to increase typing performance by having the word
processor used automatically expand the abbreviations). The results showed an average short-typ
detection rate of 93.2% (of those possible) and that typing rate (in characters per second) was not

people affected by use of short-type (error rates were only given for short-type). Developers often abbreviate

error rates

abbreviating words when creating identifier names (but editors rarely expand them).

identifier

¢ Studies have analyzed the mistakes made by each finger of each hand. Software developers rarel
touch type, often using a few fingers from each hetgwardessamay be the longest English word
touch typed with the left hand only, but most developers also use fingers from the right hand. For this
reason these studies are not considered applicable here.

identifier 6.9 Usability of identifier spelling recommendations
guideline sig-
nificant characters FOr programs containing large numbers of identifiers the computational resources required to enforce &

Levenstein 787
distance  recommendation that identifiers differ by some minimum amount may have significant usability implica-
tions (e.g., developers having to wait for a relatively long period of time for a proposed choice of identifier
spelling to be checked against existing identifier spellings). One way of reducing the computational re-
sources required is to reduce the number of identifiers that need to be checked. All identifiers have attribute:
name space other than their spelling (they all exist in some name space and scope, have a linkage and some have a typ
inkage and it might be possible to take advantage of the consequences of an identifier having these attributes; fo

types .
instance:
visible - If the identifierX_1 is not visible at the point in the source where a developer declares and uses the
identifierX_2, a reference td_2 mistyped ax_1 will result in a translator diagnostic being issued.

name space « If the identifiersX_1 andX_2 are in different name spaces, a mistyped reference to one can never
result in a reference to the other.

« Ifthe identifiersx_1 andX_2 are objects or functions having incompatible types, a mistyped reference
to one, which refers to the other, is likely to result in a translator diagnostic being issued.

Mistyping an identifier only becomes a fault if the usage does not cause a diagnostic to be issued by a
translator. (A developer who visually confuses two identifiers can create a fault that does not generate
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Figure 787.34:Number of physical lines containing the given number of identifiers, based on the visible form.effites.

a translator diagnostic by writing code that makes use of incorrect identifier information without directly
referencing the confused identifiers.)

While modifications to existing source may not result in new identifiers being declared, it is possible for
the C language attributes of an existing identifier to be changed. Experience suggests that modifications
rarely change an identifier's name space, but that changes of scope or linkage (which controls visit3{ii).is
relatively common; for instance, moving the declaration of an identifier from block scope to file scope or
changing its linkage from internal to external (experience suggests that these changes rarely occur in the
other direction). Changes to the type of an object might include a change of integer type or new members
being added to the structure type it has.

This usage pattern suggests the following deviation:

Dev 787.3 Every identifier need only be compared against every other identifier in the same name space in the

visible source of a program.
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